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In his work "AI, Tell Me Your Protocols" author Agustin V. Startari immerses 
us in a fascinating analysis of the intersection of technology and humanity in the era 
of big data. Exploring the rapid advancement of artificial intelligence (AI) and its 
impact on our society, the author invites us to reflect on the protocols that govern 
this relationship. 

The book takes us on a journey through the world of big data and AI, unraveling 
key concepts and explaining how this technology has radically transformed the way 
we live, work, and interact. Startari examines the ethical, social, and economic 
implications of AI and raises fundamental questions about its integration into our 
daily lives. 

From task automation to autonomous decision-making, the author examines how 
AI is permeating various fields such as industry, medicine, education, and 
commerce. Through concrete examples and case studies, the author shows how big 
data and algorithms are influencing our daily experience and how the protocols that 
guide their development and application can shape our future reality. 

In his rigorous and analytical approach, Startari explores the concerns and ethical 
challenges that arise from the intersection of technology and humanity. He 
questions the power and responsibility of large technology companies and proposes 
limits and regulations to ensure that AI is used ethically and benefits society. 

"AI, Tell Me Your Protocols" invites us to reflect on how we want AI to shape our 
world and how we can ensure a harmonious coexistence between technology and 
humanity. With an accessible style based on up-to-date research, Agustin V. 
Startari's book offers a profound and enlightening insight into the intersection of 
AI and humanity, challenging us to take an active role in shaping our technological 
future. 

This collection gathers independent research works exploring power, ideology, 
legitimacy, and history through a cross-disciplinary lens. Each volume is self-
contained yet contributes to a shared thread: the critical analysis of how power is 
formed, exercised, and sustained over time. From Ancient Egypt to 20th-century 
totalitarianism, Working Papers presents a clear, academically grounded narrative 
about the historical and discursive mechanisms that shape our societies. Each entry 
is numbered to reflect its place in this evolving series. 
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This document has been written by Agustín V. Startari, a writer and researcher 
trained at the Faculty of Humanities of UDELAR. This work is part of the "Working 
Papers" series project, which aims to promote research and historical 
knowledge. It should be noted that the opinions expressed in this document are 
the sole responsibility of the author. 
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PROLOGUE TO THE SECOND EDITION 

Two years have passed since the publication of the first 
edition of AI, Tell Me Your Protocol, and in that short time, the 
field of artificial intelligence has evolved at a pace that 
continues to challenge the very frameworks through which 
we seek to understand its social, ethical, and economic 
consequences. The initial version of this work was conceived 
as a contribution to the ongoing dialogue about the 
intersection between technological innovation and human-
centered values, with particular attention to the structural 
transformations in labor, governance, and cognition. 

This second edition, completed in May 2025, emerges 
not only as an update but as a substantial revision. The 
urgency of the themes addressed in the original manuscript 
has only deepened with the global acceleration of AI 
deployment across domains. From the widespread 
experimentation with generative models and large language 
systems, to the institutional debates around the European 
Union AI Act and the proliferation of algorithmic 
management tools in workplaces, the social implications of 
artificial intelligence have become more tangible, more 
urgent, and more contested. 

The updates to this edition are threefold. First, several 
chapters—particularly Chapter 2 on AI evaluation 
frameworks and Chapter 4 on sectoral transformations—
have been significantly expanded to incorporate new 
empirical findings, updated bibliographic references from 
2023 to 2025, and a more rigorous conceptual apparatus. 
Second, a new Chapter 5 has been introduced to examine the 
growing need for governance models that place human 
dignity, institutional accountability, and systemic foresight at 
the center of AI integration. Third, across the entire text, 
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theoretical insights have been supplemented by data-driven 
analysis, comparative case studies, and policy-oriented 
reflection. 

The audience for this work remains unchanged: 
researchers, policymakers, and practitioners interested in the 
transformative potential and complex risks of AI in the era 
of big data. As in the first edition, this is not a speculative 
account nor a technological manifesto. Rather, it is an effort 
to articulate the conditions under which AI may contribute 
to a more equitable and sustainable society—and the risks 
we face if we fail to engage critically with the systems we are 
rapidly deploying. 

In preparing this second edition, I have sought to 
preserve the analytical clarity and academic integrity of the 
original, while responding to the evolving realities of a field 
marked by disruption, acceleration, and ethical ambiguity. 
The central question posed by this book remains as vital now 
as it was then: How can we ensure that artificial intelligence 
serves the human, rather than reshaping the human to serve 
the machine? 

I thank the readers of the first edition for their 
constructive feedback and engagement. This second edition 
is also for them. 

Agustín V. Startari 

Nassau, Bahamas — May 2025 
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INTRODUCTION 

 

Artificial Intelligence (AI) has assumed a pivotal role in 
current academic, economic, and political discussions, given 
its potential to reshape the foundations of both productivity 
and social organization. Over the past decade, accelerated 
advances in AI have been made possible by the convergence 
of several key technological developments: the exponential 
growth of data availability—commonly referred to as big 
data—, the enhancement of computational processing 
power, and the refinement of algorithmic techniques, 
particularly in the domains of machine learning and deep 
learning. Moreover, the deployment of increasingly efficient 
and cost-accessible sensors has enabled AI systems to collect 
and process more precise and voluminous streams of 
environmental data. This has opened the door for AI 
integration into areas of activity that historically required 
human cognitive or sensory intervention. Tasks such as 
visual recognition, speech comprehension, and contextual 
decision-making—once considered exclusive to human 
intelligence—are now within the operational capabilities of 
advanced AI models. 

A paradigmatic milestone in this trajectory is the 2016 
victory of AlphaGo, an AI system developed by DeepMind, 
over world champion Lee Sedol in the strategic board game 
Go. Unlike prior forms of automation, which operated based 
on fixed inputs and predefined rules, current AI systems 
distinguish themselves by their ability to learn and improve 
autonomously through iterative exposure to data. This 
adaptive learning capacity not only enhances performance 
over time but also expands the potential domains in which 
AI can be applied (Jordan & Mitchell, 2015). 
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As a result, the horizon of technological feasibility has 
shifted. Applications once deemed implausible—such as 
fully autonomous vehicles—are now being prototyped and 
tested in real-world conditions, signaling the dawn of a new 
era in the automation of complex decision-making. While 
the timeline for general AI surpassing human intelligence 
across domains remains a subject of ongoing scholarly 
debate, it is technically plausible that, within the coming 
decades, AI will reach or exceed many of the benchmarks 
traditionally used to define human cognitive superiority. In 
this context, the need to analyze AI not only as a technical 
tool but also as a socio-political force becomes imperative. 
Its implications reach far beyond the domain of science and 
engineering, penetrating the fields of ethics, labor 
economics, surveillance, and governance. This book 
addresses that intersection. It is important to note that while 
all technology is inherently fallible and the pace of scientific 
progress remains uncertain, the potential of artificial 
intelligence (AI) to transform our collective reality is both 
impressive and unprecedented. This technological evolution 
challenges us not only to anticipate and adapt to future 
disruptions, but also to envision and design the conditions 
under which such a transformation can occur equitably and 
ethically. 

AI constitutes a powerful and cross-cutting technology 
whose applications span an expanding array of domains, 
including—but not limited to—healthcare, finance, logistics, 
education, transportation, agriculture, and industrial 
production. One of the defining features of AI is its capacity 
for self-improvement through iterative learning, a trait that 
positions it as a so-called general-purpose technology—that is, a 
foundational innovation capable of catalyzing 
complementary advancements across multiple sectors 
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(Brynjolfsson & McAfee, 2014). This versatility has 
generated significant attention from the academic, corporate, 
and governmental sectors alike, not merely because of its 
technical sophistication, but due to the profound systemic 
shifts it could provoke in labor dynamics, economic 
competitiveness, and institutional governance. Indeed, 
numerous economists and historians of technology have 
drawn parallels between the disruptive capacity of AI and 
previous transformative epochs in human history, such as 
those marked by the advent of electricity or the steam engine 
(Mokyr, 1990; Acemoglu & Restrepo, 2018). 

Nevertheless, the projections surrounding AI are not 
devoid of controversy. On one end of the spectrum, 
optimists underscore the opportunities for innovation, 
economic growth, and improved human well-being. On the 
other, critics warn of existential risks, including the so-called 
technological singularity—a hypothetical scenario in which AI 
systems evolve beyond human control and comprehension 
(Bostrom, 2014). Although such projections remain 
speculative, there is widespread consensus that AI will 
significantly alter labor markets. The degree and direction of 
that impact, however, are far from settled. 

The discourse surrounding the effects of AI on 
employment reveals a complex and multidimensional 
picture. While some studies anticipate the creation of new 
roles and industries, others highlight risks of job 
displacement, work intensification, task fragmentation, and 
the erosion of human-centered social relations in the 
workplace. Additionally, public opinion surveys in multiple 
countries have revealed increasing levels of anxiety regarding 
automation, surveillance, and the ethical dilemmas 
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associated with algorithmic decision-making (Eurofound, 
2018). 

These concerns are not confined to the economic 
domain but extend to broader ethical and legal questions: 
Who is accountable when AI systems fail? How is personal 
data protected in algorithmic environments? To what extent 
do individuals retain agency in contexts mediated by opaque 
technological systems? Importantly, technological evolution 
is not deterministic. The trajectory of AI deployment will be 
shaped by a constellation of factors, including legal and 
regulatory frameworks, macroeconomic conditions, 
demographic shifts, educational adaptation, and—
critically—the social acceptance of new technologies. In this 
regard, it becomes essential to frame the future not as a 
predetermined outcome but as a space of collective 
construction. Governments and institutions thus bear the 
responsibility to make informed, transparent, and inclusive 
decisions regarding AI’s integration into the world of work. 
These decisions should foster a civic understanding of AI, 
enhance technological literacy, and ensure that its benefits 
are distributed equitably across society. Crucially, public 
authorities must establish robust safeguards in domains such 
as safety, liability, and algorithmic accountability, while 
fostering economic and social adaptability. The future of 
labor will not follow a single, linear path. Rather, it will 
emerge from the complex interaction of technological 
capacity, institutional response, and societal values. To this 
end, the responsible design of AI systems must be matched 
by equally thoughtful strategies of implementation and 
governance. 

This book sets out to examine artificial intelligence not 
as an abstract or idealized phenomenon, but as a material and 
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contingent technology—one whose capabilities are real but 
bounded, and whose impact will depend on the decisions 
and structures that accompany it. By clarifying what AI 
can—and cannot—do in the foreseeable future, we aim to 
support organizations, researchers, and policymakers in 
formulating strategies that balance innovation with human 
dignity, efficiency with inclusion, and progress with 
accountability. Secondly, this study will examine the 
measurable impacts of artificial intelligence on employment, 
wages, and occupational structures within the framework of 
current economic research. A critical review of the empirical 
evidence will be conducted to identify the main lessons 
drawn so far, while also proposing new lines of inquiry and 
methodological approaches to better capture the evolving 
nature of work in the age of AI. Sector-specific case studies 
will be introduced to illustrate the heterogeneity of these 
transformations, offering a more granular and 
multidimensional understanding of how AI reconfigures 
labor markets across different industries. 

In the following chapters, we will also explore the ways 
in which AI is reshaping the content of work, altering how 
individuals collaborate with each other and with intelligent 
systems. Special attention will be given to the impact of AI 
on professional learning trajectories, the evolution of 
occupational identities, and the dynamic interplay between 
task substitution and task complementarity. These 
transformations raise fundamental questions about the 
nature of skill acquisition, the transmission of knowledge, 
and the future of human-machine interaction. 

Finally, the book will present an integrated discussion 
of the major challenges that emerge from these 
developments, offering evidence-based recommendations 
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for key stakeholders—including governments, international 
organizations, labor unions, the private sector, and civil 
society. It is imperative to develop a coordinated strategy 
that reflects the expectations and rights of citizens, 
establishes robust frameworks of accountability and 
cybersecurity, and guides technological change in a manner 
that promotes cohesion, equity, and long-term sustainability. 
In this sense, AI should not be passively received but actively 
shaped through inclusive and deliberative governance. 
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CHAPTER 1. EXPLORING THE BOUNDARIES 
OF ARTIFICIAL INTELLIGENCE: POTENTIAL 

AND CHALLENGES 
 
Artificial Intelligence (AI) emerged as a distinct 

scientific discipline in the mid-20th century, closely tied to 
the nascent field of computer science. Its foundational 
objective has been the design of computational systems 
capable of emulating human cognitive functions such as 
learning, reasoning, perception, and decision-making. The 
term artificial intelligence was first introduced in 1956 
during the Dartmouth Summer Research Project, a 
seminal event organized by John McCarthy, Marvin 
Minsky, Nathaniel Rochester, and Claude Shannon. 
Among its early architects, figures such as McCarthy 
himself, Allen Newell, and Herbert A. Simon laid the 
groundwork for symbolic AI and heuristic problem-
solving approaches (Russell & Norvig, 2010). 

Since then, AI has undergone profound 
transformations, expanding to include diverse paradigms 
such as expert systems, probabilistic models, genetic 
algorithms, and—most notably in recent decades—
machine learning and its subfield, deep learning. While the 
ambitions of early AI research often exceeded the technical 
limitations of the time, the convergence of three critical 
factors in the 21st century has significantly accelerated 
progress in the field: the exponential growth of available 
data (big data), the increased capacity of computing 
systems (especially through GPUs), and the development 
of multilayer artificial neural networks with high 
abstraction capabilities (Chollet, 2018; Goodfellow, 
Bengio, & Courville, 2016). 
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Machine learning, broadly defined, refers to a set of 
computational methods that enable systems to improve 
performance on a task through exposure to data, without 
being explicitly programmed for each case. Within this 
framework, supervised learning has become the most 
prevalent model in industrial applications. This approach 
involves training neural networks on vast datasets of 
manually labeled input-output pairs, enabling the system to 
learn generalizable patterns and apply them to new, unseen 
data. Tasks such as image and speech recognition—once 
believed to be exclusive domains of human intelligence—
can now be performed with remarkable accuracy by AI 
systems, largely due to advances in deep learning (LeCun, 
Bengio, & Hinton, 2015). 

The implications of this evolution are profound. Just 
as the steam engine, electric motor, and programmable 
computers mechanized physical and symbolic labor in 
previous industrial revolutions, today’s AI systems extend 
the frontier of automation into cognitive domains. Model-
based classification processes now operate across diverse 
formats—visual, auditory, linguistic—ushering in a new 
era in which machines increasingly perform complex 
perceptual and inferential tasks. As Chollet (2018) notes, 
this shift is not merely quantitative but qualitative, altering 
the very nature of what machines are capable of doing. 

Nevertheless, the capacity of AI systems to emulate 
certain aspects of human intelligence should not be 
mistaken for genuine understanding or consciousness. As 
Russell and Norvig (2010) emphasize, the appearance of 
intelligence in applications such as chatbots or 
recommendation engines should be carefully distinguished 
from autonomous reasoning or moral agency. Current AI 
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models remain bounded by their architecture, training 
data, and design constraints. 

Interest in AI has grown not only because of its 
technical potential, but also due to its wide-ranging 
applications across multiple sectors. In medicine, for 
example, AI supports diagnostic imaging and personalized 
treatment plans; in education, it facilitates adaptive 
learning platforms; in industry, it optimizes logistics and 
predictive maintenance (Brynjolfsson & McAfee, 2014). At 
the same time, the deployment of AI technologies raises 
critical ethical and regulatory questions, particularly in 
relation to privacy, algorithmic bias, and the concentration 
of technological power (Domingos, 2018). 

A full understanding of AI therefore requires 
familiarity not only with its technical dimensions—such as 
machine learning and deep learning—but also with its 
geopolitical and socio-economic context. Nations such as 
China have become prominent actors in the AI race, 
mobilizing state-led strategies and investment policies to 
compete with long-established hubs like Silicon Valley 
(Lee, 2018). The global landscape of AI development thus 
reflects both collaboration and competition, innovation 
and regulation. 

In conclusion, AI constitutes a dynamic and rapidly 
evolving field whose impact reaches far beyond the 
laboratory. Its promise to enhance efficiency and 
productivity must be weighed against its ethical, social, and 
institutional consequences. The present study adopts a 
realist approach to AI: one that neither overstates its 
capacities nor dismisses its transformative potential, but 
seeks instead to analyze how it is reshaping the boundaries 
of human labor, knowledge, and responsibility. 
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1.2 Applied Artificial Intelligence: Domains, 

Achievements, and Limitations 
The practical applications of artificial intelligence (AI) 

have expanded rapidly in recent years, demonstrating 
measurable impacts across diverse domains such as 
healthcare, education, and finance. These sectors have 
become emblematic of how AI can enhance precision, 
personalization, and decision-making efficiency—while 
simultaneously exposing the ethical, infrastructural, and 
epistemological limitations of current technologies. 

In the healthcare field, AI has shown remarkable utility 
in early disease detection and diagnostic support. A landmark 
study by Esteva et al. (2017) demonstrated that 
convolutional neural networks could match dermatologists 
in classifying skin cancer using photographic images of 
lesions. Similarly, Rajpurkar et al. (2017) developed the 
CheXNet model, a 121-layer convolutional neural network 
capable of detecting pneumonia from chest X-rays with 
radiologist-level accuracy. More recently, advancements 
have continued with transformer-based architectures such as 
BioGPT and Med-PaLM, developed by Microsoft and 
Google, respectively, to interpret clinical notes, triage 
decisions, and radiological data (Singhal et al., 2023). 

In the education sector, AI is being applied to facilitate 
personalized learning experiences. Intelligent tutoring 
systems such as Smart Sparrow (VanLehn et al., 2005) and 
ALEKS (Assessment and Learning in Knowledge Spaces) 
use adaptive learning algorithms to tailor instructional 
content to students’ progress, strengths, and preferences. 
More recently, large language models (LLMs) like GPT-4 
have begun to serve as writing tutors, language partners, and 
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even curriculum design assistants, although concerns remain 
regarding reliability and factual grounding (Zawacki-Richter 
et al., 2019). 

In finance, AI is widely used in fraud detection, risk 
modeling, and portfolio optimization. Chen et al. (2016) 
developed a deep learning model to detect credit card fraud 
with high precision, using behavioral pattern recognition 
from large transaction datasets. Meanwhile, Crosby et al. 
(2017) demonstrated how neural networks can be trained to 
predict stock price trends and optimize investment 
strategies. These models have since evolved, with current AI 
trading systems incorporating reinforcement learning for 
real-time market adaptation (Zhang et al., 2021). 

These applications reveal the significant contributions 
of AI to increased accuracy, efficiency, and personalization. 
However, they also highlight persistent limitations that must 
be addressed. One critical constraint is the computational 
intensity of AI systems. Training state-of-the-art deep 
learning models may require investments upwards of 
hundreds of thousands of dollars in cloud GPU computing, 
along with extensive energy consumption and carbon 
footprint (Jia, 2019; Patterson et al., 2021). 

Another limitation lies in explainability. While AI 
systems can perform highly complex classification and 
prediction tasks, they often function as “black boxes,” 
offering little to no transparency into how decisions are 
made. For instance, an image recognition model trained to 
distinguish between cats and dogs may perform well 
statistically, yet be entirely unable to provide a human-
interpretable explanation of its classification logic (Russell & 
Norvig, 2010). This issue becomes particularly concerning in 
high-stakes domains such as medical diagnostics or financial 
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fraud detection, where accountability and interpretability are 
essential (Doshi-Velez & Kim, 2017).In addition, AI systems 
are fundamentally constrained by the quality and 
representativeness of the data they are trained on. Biases 
embedded in training datasets can perpetuate or exacerbate 
inequalities, particularly in applications involving human 
profiling or predictive policing. The assumption that 
patterns learned from historical data will generalize to real-
world contexts is often unwarranted, especially in dynamic 
or culturally sensitive environments (Barocas, Hardt, & 
Narayanan, 2019). Thus, while AI continues to make 
meaningful advances, it remains far from replicating the full 
scope of human reasoning, contextual understanding, and 
ethical deliberation. Its progress should be situated within a 
framework of critical realism—recognizing both the 
achievements and limitations of current systems, and 
pursuing a research agenda that emphasizes interpretability, 
robustness, and social accountability. 

 

1.3 Current Limitations and the Irreplaceability of 
Human Intelligence 

Despite the impressive progress made in the field of 
artificial intelligence, several critical limitations continue to 
hinder its ability to replicate or surpass human intelligence in 
both complex and deceptively simple tasks. These 
constraints are primarily associated with the availability, 
quality, and representativeness of macrodata, as well as the 
epistemological opacity of AI systems that are not grounded 
in deterministic frameworks (Bostrom, 2017; LeCun, 
Bengio, & Hinton, 2015). Training advanced AI models—
particularly deep learning architectures—requires immense 
computational resources and massive, meticulously curated 
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datasets. The data must not only be annotated with human 
expertise but must also adequately represent the diversity and 
complexity of the real-world phenomena being modeled. 
Otherwise, the algorithm’s outputs become unreliable or 
skewed. Furthermore, even well-trained systems often 
struggle to generalize beyond the distribution of their 
training data, leading to what is known as distributional shift, 
which compromises their robustness in novel contexts 
(Recht et al., 2019). One of the most pressing concerns in 
this context is the reproduction of algorithmic bias. When 
training data includes historical inequalities or structural 
discrimination, AI systems can perpetuate and even amplify 
those injustices. A well-known study by Obermeyer et al. 
(2019) revealed that a widely used healthcare algorithm 
exhibited significant racial bias by systematically 
underestimating the health needs of Black patients compared 
to white patients with similar clinical conditions. These 
biases raise serious questions about the legitimacy and 
fairness of algorithmic decision-making, particularly in 
sensitive domains such as healthcare, employment, credit 
scoring, and law enforcement (Barocas et al., 2019). 

The technical and ethical challenges associated with 
these biases underscore the indispensable role of human 
oversight. Ensuring data quality and fairness requires 
considerable human intervention—not only during data 
collection and labeling but also during post-training 
validation and contextual interpretation. As Floridi et al. 
(2018) emphasize, trustworthy AI demands transparency, 
accountability, and continuous field testing to mitigate 
unintentional harms and ensure that system outputs align 
with normative human values. Moreover, the ambition of 
achieving general or "strong" AI—systems capable of 
understanding, learning, and reasoning across a wide variety 
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of tasks and domains—remains far from realization. Today’s 
AI operates almost exclusively within narrow or task-specific 
contexts. It excels at classification, prediction, or pattern 
recognition within defined parameters but lacks the 
cognitive flexibility, moral reasoning, and emotional depth 
that characterize human intelligence. As Gomila (2021) 
notes, AI systems function within deterministic 
environments and lack the capacity for true empathy or 
holistic social understanding. Their “intelligence” is context-
bound and non-reflective, unable to adapt to the open-
ended, nuanced, and dynamic nature of human relationships. 
This distinction is particularly important in domains that 
demand ethical deliberation, interpretive judgment, and 
empathy—capacities that remain, at present, exclusively 
human. While AI may support or augment decision-making, 
it cannot replace the inherently human dimensions of care, 
justice, and meaning-making. Brynjolfsson and McAfee 
(2014) rightly argue that AI can optimize well-defined tasks 
but lacks the meta-awareness and contextual reflexivity 
necessary for full autonomy. In this light, rather than 
pursuing the illusion of total automation, the more 
constructive path lies in designing hybrid systems in which 
AI complements human expertise. These systems should be 
built upon shared responsibility frameworks that preserve 
human agency while leveraging the computational 
advantages of machine intelligence.  
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CHAPTER 2: PERSPECTIVES ON THE 
EVALUATION OF AI IMPACT 

 
Artificial intelligence (AI) constitutes an inherently 

interdisciplinary field at the intersection of computer 
science, cognitive science, mathematics, and engineering. Its 
principal objective is to develop systems capable of 
emulating or reproducing functions traditionally associated 
with human intelligence, such as perception, reasoning, 
decision-making, and learning. This endeavor involves not 
only the design of complex algorithms and data structures, 
but also the incorporation of models that can function in 
uncertain, dynamic, and socially embedded contexts. 

The diverse approaches to AI can be broadly 
categorized into symbolic and sub-symbolic paradigms, each 
with its own historical lineage, epistemological assumptions, 
and domains of application. 

 
2.1 Symbolic and Sub-symbolic Approaches to AI 
Symbolic artificial intelligence, commonly referred to as 

Good Old-Fashioned Artificial Intelligence (GOFAI), is 
founded on the principle that intelligent behavior can be 
modeled through the manipulation of abstract symbols 
governed by formal logical rules. This paradigm emerged 
from the physical symbol system hypothesis formulated by 
Newell and Simon in the 1970s, which posits that any system 
capable of intelligent action must operate on symbolic 
structures through rule-based transformations. Within this 
framework, knowledge is represented explicitly, allowing 
systems to perform reasoning through structured inference 
mechanisms. Techniques such as propositional logic, 
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predicate logic, semantic networks, frames, and production 
rules constitute the core tools of symbolic AI. 

 
Among the most influential implementations of 

symbolic AI were expert systems, which reached their peak 
in development and deployment during the 1980s and early 
1990s. These systems encoded domain-specific expertise 
using a set of declarative "if-then" rules, processed through 
an inference engine capable of forward or backward 
chaining. Notable examples include MYCIN, a medical 
diagnosis system designed to identify bacterial infections and 
recommend treatments, and XCON, a rule-based 
configurator developed by Digital Equipment Corporation 
to automate the assembly of computer systems. These 
systems demonstrated that it was possible to formalize 
professional knowledge and automate decision-making in 
constrained domains (Russell & Norvig, 2010). 

 
Despite their successes, symbolic AI systems 

encountered several limitations, particularly in dealing with 
incomplete, uncertain, or ambiguous information, and in 
scaling to real-world complexity. Their brittleness and 
reliance on manually crafted rule sets also made them costly 
to maintain and difficult to generalize beyond narrowly 
defined contexts. These constraints contributed to the 
eventual decline of GOFAI as the dominant paradigm, 
especially with the rise of statistical and data-driven 
approaches in the late 1990s and early 2000s. Nonetheless, 
recent advances in hybrid neuro-symbolic systems have 
revitalized interest in integrating symbolic reasoning with 
machine learning techniques, seeking to combine the 
transparency and formal rigor of symbolic methods with the 
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flexibility and scalability of modern neural models (Besold et 
al., 2017; Marcus, 2020). 

While symbolic artificial intelligence demonstrates 
strong performance in well-structured domains 
characterized by explicitly defined logic and constraints—
such as legal reasoning, formal verification, or deterministic 
planning—its applicability diminishes when faced with 
environments involving ambiguity, uncertainty, or sensory 
complexity. These limitations prompted the development of 
alternative approaches better suited to dynamic and less 
formally defined problems. Sub-symbolic artificial 
intelligence, emerging from this need, diverges from explicit 
rule-based reasoning by leveraging statistical inference and 
adaptive learning from data. 

Sub-symbolic AI encompasses a wide array of models 
that infer patterns without relying on predefined symbolic 
structures. These models include artificial neural networks, 
genetic algorithms, support vector machines, and hidden 
Markov models. Unlike symbolic systems, which require 
manual encoding of knowledge, sub-symbolic methods are 
designed to generalize from data, learning implicit 
representations through training. One of the most 
transformative advances in this domain is deep learning, 
which utilizes multilayered neural networks to capture 
complex, high-dimensional features in data sets. 
Convolutional neural networks (CNNs) have achieved state-
of-the-art performance in visual recognition tasks, while 
recurrent neural networks (RNNs) and their successors—
such as long short-term memory (LSTM) networks and 
transformers—have been pivotal in processing sequential 
data for applications including speech recognition, machine 
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translation, and time-series forecasting (Goodfellow, 
Bengio, & Courville, 2016; Vaswani et al., 2017). 

These sub-symbolic techniques have surpassed 
symbolic AI in many real-world applications, particularly in 
domains where patterns are latent, high-dimensional, or 
context-dependent. Natural language processing, computer 
vision, and autonomous systems are prominent examples in 
which statistical learning outperforms rule-based 
approaches. However, the widespread adoption of these 
models has introduced critical challenges related to 
interpretability. Deep learning models, in particular, are 
often regarded as “black boxes,” as their internal 
representations and decision-making processes are not 
readily transparent or explainable. This opacity raises 
significant ethical and practical concerns, especially in high-
stakes contexts such as medical diagnostics, criminal justice, 
or financial decision-making, where accountability, bias 
mitigation, and reliability are essential (Doshi-Velez & Kim, 
2017; Lipton, 2018). 

As the field advances, the tension between predictive 
accuracy and interpretability has become a central concern 
in AI research. Addressing this challenge requires novel 
frameworks that can balance the adaptability and scalability 
of sub-symbolic systems with the need for transparency, 
auditability, and alignment with human values. 
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2.2 Beyond Algorithms: Expanding the Scope of 
AI Evaluation 

Artificial intelligence (AI) extends far beyond 
algorithmic design and computational models. Its 
contemporary scope encompasses a wide array of domains, 
including probabilistic reasoning, automated planning, 
computer vision, robotics, multi-agent systems, and human–
computer interaction. These application areas are not merely 
technical in nature; they require the capacity to function 
within open, dynamic, and often unpredictable 
environments. As such, the success of AI systems in these 
domains is contingent not only upon computational 
performance but also on their capacity to adapt, interact, and 
operate safely and ethically in the real world. 

With the growing deployment of AI systems in socially 
consequential contexts, the limitations of traditional 
evaluation metrics—such as precision, recall, F1-score, and 
computational efficiency—have become increasingly 
apparent. In areas such as healthcare diagnostics, judicial 
decision-making, algorithmic recruitment, financial risk 
assessment, and autonomous driving, performance cannot 
be divorced from broader societal consequences. Decisions 
made by AI systems in these domains have direct 
implications for human lives, civil liberties, and systemic 
equity (Eubanks, 2018; Mittelstadt et al., 2016). The need for 
holistic evaluation frameworks has therefore become a 
central concern in contemporary AI research and 
governance. These frameworks must integrate ethical, legal, 
and social dimensions into the development and assessment 
processes. Concepts such as fairness, accountability, 
transparency, and explainability—often abbreviated as 
FATE—have emerged as key principles for evaluating AI 
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systems beyond their predictive power (Floridi et al., 2018; 
Selbst et al., 2019). For instance, a hiring algorithm that 
optimizes for accuracy but systematically disadvantages 
marginalized groups due to biased training data cannot be 
deemed acceptable, regardless of its technical performance. 
Moreover, the operational context of AI systems must be 
considered a critical part of their evaluation. An autonomous 
vehicle that performs well in controlled environments may 
fail under real-world conditions that involve unpredictable 
pedestrian behavior, weather variation, or ambiguous 
signage. Similarly, a diagnostic tool may show high accuracy 
in test environments but encounter severe limitations when 
deployed in low-resource healthcare systems due to 
infrastructure, user training, or cultural mismatches. 

To address these challenges, researchers and 
policymakers are increasingly calling for interdisciplinary 
approaches that combine insights from computer science, 
law, ethics, and the social sciences. This involves not only 
designing technical safeguards but also engaging with 
affected communities, stakeholders, and domain experts 
throughout the lifecycle of AI systems. Participatory design, 
impact assessments, algorithmic audits, and ethical review 
boards are examples of tools that can help bridge the gap 
between algorithmic performance and social responsibility 
(Whittlestone et al., 2019; Jobin, Ienca, & Vayena, 2019). In 
sum, evaluating AI systems demands a shift from narrow, 
performance-centric metrics to comprehensive, context-
aware frameworks that account for the broader 
consequences of intelligent automation. Such an expansion 
is essential for ensuring that AI systems serve not only 
efficiency and innovation but also justice, dignity, and 
democratic oversight. 
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2.3 The Central Challenges: Interpretability, 

Ethics, and Bias 
Interpretability remains one of the most urgent and 

unresolved challenges in contemporary artificial intelligence 
(AI), particularly in relation to deep learning models. As AI 
systems increasingly adopt complex architectures—such as 
convolutional neural networks, transformers, and generative 
adversarial networks—their internal decision-making 
processes become opaque to both developers and end-users. 
This phenomenon, often referred to as the "black box" 
problem, undermines the ability to trace, explain, or justify 
model outputs, especially in high-stakes applications such as 
medical diagnostics, criminal sentencing, or credit approval 
(Doshi-Velez & Kim, 2017). In such contexts, lack of 
explainability is not a technical inconvenience but a 
normative deficit that compromises transparency, trust, and 
legal accountability. This lack of interpretability poses 
significant risks for democratic governance and rule-of-law 
principles. When individuals or institutions are subject to 
decisions made by algorithms they cannot interrogate or 
contest, foundational rights such as due process and equal 
protection under the law may be compromised. As a result, 
the demand for explainable AI (XAI) has surged across 
regulatory, technical, and ethical domains, pushing 
researchers to explore methods such as model distillation, 
local approximations (e.g., LIME or SHAP), and inherently 
interpretable model design (Rudin, 2019). In parallel, the 
ethics of AI has become a focal point of global academic and 
policy discourse. Among the central ethical concerns are 
algorithmic fairness, discrimination, privacy, surveillance, 
and the moral delegation of autonomous decisions. As 
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machine learning systems are trained on large-scale 
datasets—often harvested from the web or institutional 
repositories—they risk inheriting and amplifying the 
historical and structural biases embedded within those 
datasets (Barocas, Hardt, & Narayanan, 2019). For example, 
predictive policing tools have been shown to 
disproportionately target marginalized communities, while 
hiring algorithms have inadvertently penalized women or 
ethnic minorities based on skewed training data (Angwin et 
al., 2016). 

 
These risks are not merely technical flaws but reflect 

deeper socio-political asymmetries. Addressing them 
requires moving beyond mere algorithmic adjustments to 
interrogate the broader systems of data collection, 
representation, and institutional use. Moreover, privacy 
concerns have intensified as AI systems increasingly rely on 
surveillance infrastructures, biometric identification, and 
behavioral tracking. This has triggered renewed debates on 
data ownership, informed consent, and the limits of 
algorithmic profiling, particularly under legal regimes such as 
the General Data Protection Regulation (GDPR) and 
emerging AI legislation in the European Union (Veale & 
Edwards, 2018). Ethical AI also raises the question of moral 
agency: to what extent can or should autonomous systems 
make decisions in morally ambiguous situations? 
Autonomous vehicles, for instance, may face trolley 
problem-type scenarios requiring the weighing of lives under 
uncertainty. Such dilemmas underscore the necessity of 
embedding ethical reasoning into the design, deployment, 
and governance of AI technologies (Boddington, 2017). 
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Ultimately, ensuring that AI systems are interpretable, 
ethical, and bias-aware requires a convergence of technical 
rigor and normative reflection. It calls for interdisciplinary 
collaboration among computer scientists, legal scholars, 
ethicists, sociologists, and affected communities. It also 
demands institutional structures capable of oversight, 
redress, and public deliberation. Without such measures, the 
social legitimacy and long-term sustainability of AI 
innovations remain at risk. 

 
2.4 Toward a Responsible AI 
Artificial intelligence is not merely a technological 

discipline but a transformative socio-technical system whose 
influence extends across nearly every domain of public and 
private life. As AI systems increasingly shape decision-
making processes in healthcare, finance, education, 
transportation, and governance, the development of 
responsible AI becomes a critical imperative. Responsibility 
in this context involves more than functional correctness or 
technical performance; it encompasses questions of 
accountability, transparency, equity, and societal alignment. 

The integration of symbolic and sub-symbolic methods 
has allowed AI to address a growing array of real-world 
problems, from high-frequency trading to autonomous 
navigation and natural language understanding. However, 
the social consequences of these applications are often 
diffuse, cumulative, and difficult to predict. This 
underscores the need for an interdisciplinary framework for 
AI development—one that is informed not only by advances 
in computer science but also by insights from ethics, law, 
sociology, and political theory (Crawford & Calo, 2016). 
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A responsible approach to AI must therefore move 
beyond narrowly technical assessments and address the 
normative dimensions of system design and deployment. 
This includes establishing mechanisms for democratic 
oversight, ensuring procedural fairness in algorithmic 
processes, and protecting fundamental rights such as 
privacy, non-discrimination, and freedom of expression. 
Moreover, the principle of proportionality should guide the 
implementation of AI in contexts where its impact on 
individuals and institutions may be profound. Technologies 
that affect civil liberties, such as facial recognition or 
predictive analytics in criminal justice, require stricter 
standards of justification and public accountability 
(Whittaker et al., 2018). 

Operationalizing responsible AI entails both ex ante 
and ex post governance. On the one hand, ex ante measures 
include ethical impact assessments, participatory design 
processes, and the adoption of transparency-enhancing tools 
such as model documentation (e.g., datasheets for datasets 
and model cards). On the other hand, ex post governance 
involves mechanisms for auditability, algorithmic redress, 
and institutional liability for AI-related harms (Brundage et 
al., 2020). Furthermore, responsible AI must be globally 
informed yet locally grounded. While international 
organizations such as the OECD, UNESCO, and the 
European Commission have proposed normative 
frameworks for ethical AI, the concrete implementation of 
these principles must be sensitive to contextual differences 
in law, culture, and institutional capacity. In regions with 
weaker regulatory institutions, the risk of technological 
colonization—where AI systems developed elsewhere are 
deployed without sufficient adaptation—remains high. 
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Ultimately, evaluating what AI can do must be 
complemented by a careful deliberation about what AI ought 
to do. This requires a shift in research and policy priorities: 
from optimization and scalability to reflection and restraint; 
from efficiency to legitimacy; from control to cooperation. 
Without such a paradigm, the full promise of artificial 
intelligence may be overshadowed by unintended 
consequences and social fragmentation. 
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CHAPTER 3: AI AND EMPLOYMENT — 
BETWEEN JOB DISPLACEMENT AND 
TRANSFORMATION 

 

The adoption of artificial intelligence (AI) in the 
workplace presents a complex interplay of opportunities and 
risks for workers, enterprises, and public institutions. On 
one hand, the automation of repetitive, dangerous, or 
cognitively taxing tasks offers the promise of increased 
productivity, reduced occupational hazards, and the 
reallocation of human effort toward higher-value activities. 
In this sense, AI can contribute to improving job quality by 
freeing workers from monotonous routines and enhancing 
workplace safety in sectors such as manufacturing, logistics, 
and healthcare (Autor, 2015; Bessen, 2019). 

On the other hand, these technological advances are 
not without significant structural challenges. The 
introduction of AI systems often leads to the displacement 
of workers in occupations where tasks can be fully or 
partially automated, particularly in clerical, administrative, 
and routine-intensive roles. As machines become capable of 
performing cognitive functions once thought to be exclusive 
to humans—such as language processing, decision-making 
under uncertainty, and visual recognition—the range of at-
risk jobs continues to expand (Frey & Osborne, 2017; 
Brynjolfsson & Mitchell, 2017).  

Moreover, the reconfiguration of tasks within 
occupations introduces the problem of skill obsolescence. 
Workers may find their competencies misaligned with the 
demands of AI-augmented workplaces, where digital literacy, 
data analysis, and cross-functional collaboration become 
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increasingly central. The resulting skill mismatch can 
exacerbate existing labor market inequalities, particularly 
affecting low-skilled workers and those in precarious 
employment (Chui et al., 2018). 

Organizational redesign is another major consequence 
of AI integration. Firms adopting AI must adapt their 
workflows, decision-making processes, and human resource 
strategies to accommodate the new technological 
environment. This includes redefining job roles, reallocating 
responsibilities between humans and machines, and 
investing in reskilling and change management programs. 
The capacity of firms to implement these changes equitably 
and effectively will largely determine the social and economic 
outcomes of AI adoption.  

Therefore, the integration of AI into the workplace 
must be accompanied by proactive governance, including 
robust labor policies, continuous training systems, and 
inclusive innovation strategies. Without coordinated efforts 
between employers, governments, and civil society, the 
benefits of AI may be concentrated among a few actors, 
while the social costs are broadly distributed. A human-
centered approach to technological transition, grounded in 
social dialogue and institutional support, is essential to 
ensure that AI serves as a complement to human labor rather 
than its replacement. 
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3.1 Opportunities: Task Enhancement and 
Workplace Safety 

The integration of artificial intelligence (AI) into the 
workplace introduces a range of transformative 
opportunities that extend beyond mere automation. One of 
the most immediate and tangible benefits lies in the capacity 
of AI systems to perform repetitive, physically demanding, 
or hazardous tasks, thereby improving both efficiency and 
occupational safety. In industrial settings, for instance, AI-
powered robots are increasingly employed in environments 
that pose risks to human health—such as high-temperature 
manufacturing, chemical handling, or heavy lifting—thereby 
reducing workplace injuries and enabling compliance with 
stringent safety regulations (De Stefano & Wouters, 2020; 
International Labour Organization, 2023). 

Beyond physical safety, the reallocation of routine or 
low-complexity tasks to machines allows human workers to 
engage in more cognitively demanding and emotionally 
complex activities. These include strategic decision-making, 
creative problem-solving, and interpersonal communication, 
which are difficult to automate and contribute significantly 
to job satisfaction and individual well-being. Empirical 
studies have shown that the enrichment of task content—
when supported by adequate training and organizational 
support—can lead to higher productivity, stronger employee 
engagement, and improved service quality, particularly in 
sectors such as healthcare, education, and professional 
services (Arntz, Gregory, & Zierahn, 2016; Acemoglu & 
Restrepo, 2019). 

AI also facilitates human-machine collaboration in a 
variety of hybrid configurations. In areas such as medical 
diagnostics, financial advising, language translation, and 



AGUSTIN V. STARTARI 

 
41 

customer service, AI systems are increasingly deployed as 
decision-support tools. Rather than replacing human 
judgment, these systems augment cognitive capacities by 
processing large volumes of data at high speed, identifying 
patterns, and suggesting actionable insights. For example, 
AI-assisted radiological tools can detect anomalies in medical 
imaging with high precision, but the final diagnosis still rests 
with the clinician, who interprets results in light of the 
patient's broader clinical context (Esteva et al., 2021; 
Rajpurkar et al., 2022). 

This augmentation model presents a paradigm shift in 
the understanding of workplace automation. Instead of a 
binary distinction between tasks that are "automated" and 
those that are "not automatable," AI invites a rethinking of 
labor as a continuum of complementarity between human 
and machine capabilities. Workers become orchestrators of 
intelligent tools, whose effectiveness depends not only on 
algorithmic sophistication but also on human oversight, 
contextual understanding, and ethical deliberation. This shift 
has the potential to create new forms of value by enhancing 
service personalization, accelerating innovation cycles, and 
fostering cross-disciplinary collaboration (Brynjolfsson & 
McAfee, 2014; WEF, 2020). 

However, realizing these opportunities requires 
deliberate organizational strategies that include employee 
training, participatory design, and a clear delineation of roles 
and responsibilities. The successful deployment of AI should 
not be evaluated solely in terms of technical performance or 
cost reduction, but also in terms of its ability to enhance 
human potential and contribute to a dignified and 
meaningful work experience. 
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3.2 Risks: Displacement, Wage Polarization, and 
Skill Mismatch 

Despite the potential benefits associated with the 
integration of artificial intelligence (AI) into the workplace, 
concerns about job displacement remain at the forefront of 
public, academic, and policy discourse. In particular, 
occupations composed of highly codifiable, repetitive, or 
rule-based tasks are vulnerable to full or partial automation. 
Sectors such as retail, transportation, warehousing, and 
manufacturing have already witnessed substantial 
transformation due to the deployment of AI-enabled 
robotics, self-checkout systems, and autonomous vehicles 
(Frey & Osborne, 2017; Chui et al., 2018). These shifts 
threaten not only employment levels but also the 
occupational identities and economic stability of entire 
communities dependent on mid- and low-skilled labor. 

One of the most pressing economic consequences of 
AI-induced automation is the risk of wage polarization. As 
demand for highly skilled professionals in areas such as data 
science, AI development, and system architecture increases, 
wages for these roles are expected to rise significantly. In 
contrast, many routine-intensive jobs in clerical support, 
logistics, and customer service are projected to decline in 
number and remuneration. This bifurcation of labor market 
outcomes contributes to a hollowing out of the middle-skill 
segment, reinforcing patterns of inequality that have 
deepened over the last several decades in advanced 
economies (Autor, 2015; Agrawal, Gans, & Goldfarb, 2019). 
Without compensatory mechanisms, such as progressive tax 
policy or robust labor protections, the economic benefits of 
AI risk becoming concentrated in elite segments of the 
workforce and corporate sector. Another structural concern 
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relates to the evolving demand for skills. The introduction of 
AI reconfigures occupational structures and shifts the 
skillsets required to remain employable. Workers whose 
education or training does not align with AI-driven modes 
of production face a rapid devaluation of their competencies. 
The pace of this technological transformation may outstrip 
the ability of many workers—particularly older, low-income, 
or geographically immobile individuals—to adapt or retrain 
effectively (Brynjolfsson & McAfee, 2014; Autor et al., 
2021). This skill mismatch can result in prolonged 
unemployment or underemployment, thereby exacerbating 
socioeconomic exclusion. 

To mitigate these risks, sustained investment in lifelong 
learning, vocational retraining, and digital literacy is essential. 
Reskilling and upskilling programs should not be treated as 
peripheral interventions but rather as central pillars of 
economic resilience in the face of AI disruption. These 
programs must also be context-sensitive, addressing not only 
technical skills but also cognitive, social, and ethical 
competencies relevant to hybrid human–AI workplaces. 
Moreover, partnerships among governments, educational 
institutions, and industry actors are needed to align training 
with real labor market needs and ensure equitable access to 
new opportunities (World Economic Forum, 2020). 

Ultimately, while the displacement effects of AI may 
vary by country, sector, and demographic group, the 
underlying pattern is clear: without proactive policy 
frameworks and inclusive institutional strategies, the 
diffusion of AI risks entrenching inequality and social 
fragmentation rather than fostering shared prosperity. 
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3.3 Complementarity versus Substitution: A 
Nuanced Perspective 

The impact of artificial intelligence (AI) on employment 
cannot be accurately captured through a binary lens of 
substitution versus preservation. A growing body of research 
emphasizes that most occupations are not wholly 
automatable; rather, they comprise a diverse set of tasks, only 
some of which are susceptible to automation. As such, the 
introduction of AI tends to transform jobs rather than 
eliminate them outright, prompting the emergence of new 
hybrid forms of work that integrate human judgment with 
machine precision (Brynjolfsson, Mitchell, & Rock, 2018). 
This paradigm of complementarity suggests that AI may 
function more as an augmentation technology than as a 
replacement. In practice, this entails machines taking on 
tasks characterized by scale, speed, and repetition—such as 
data processing, predictive modeling, or pattern 
recognition—while humans focus on responsibilities 
involving emotional intelligence, ethical judgment, creative 
reasoning, and interpersonal communication. For example, 
in clinical settings, AI algorithms may support physicians by 
flagging anomalies in medical scans, but the final diagnosis 
and treatment decisions remain dependent on the physician’s 
interpretative and contextual expertise (Rajpurkar et al., 
2022). Similarly, in the legal sector, natural language 
processing tools can assist with document review and case 
law retrieval, but they do not supplant the deliberative 
functions of legal reasoning or courtroom advocacy. 

 

Empirical research supports this more granular task-
based view. Autor and Handel (2013) argue that analyzing 
the impacts of automation at the occupational level conceals 
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important variations in task content and the reorganization 
of responsibilities within jobs. A more precise evaluation 
requires shifting analytical focus to the task level, where the 
actual interface between human labor and machine 
capabilities is negotiated. This approach allows for greater 
specificity in identifying which components of a job are 
vulnerable to automation, which are enhanced by 
technology, and which remain distinctly human. Moreover, 
the coexistence of substitution and complementarity within 
the same job function or sector underscores the complexity 
of AI's labor market effects. Even when machines assume 
certain functions, new demands emerge for human 
oversight, interpretation, and supervision. These evolving 
dynamics highlight the necessity for workplace redesign and 
role redefinition, processes that are highly contingent on 
organizational strategy, sectoral characteristics, and 
institutional regulation (Holm & Lorenz, 2022). The 
recognition of AI as a transformative rather than purely 
disruptive force has important implications for policy and 
workforce development. It shifts the emphasis from 
protecting entire occupations to enabling workers to adapt 
to changing task compositions. This requires a coordinated 
strategy of task-level reskilling, continuous education, and 
participatory workplace innovation. It also demands that AI 
deployment be guided by design principles that promote 
meaningful human involvement, equity in task distribution, 
and value creation for all stakeholders. In this sense, the 
transition toward AI-enabled work is not predetermined by 
technical feasibility alone but is shaped by human choices—
choices about how to organize labor, structure incentives, 
and define the role of machines in society. 
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3.4 Organizational Constraints and the Limits of 
Feasibility 

One of the critical limitations in current automation risk 
assessments is their disproportionate focus on technical 
feasibility, often to the exclusion of contextual and 
organizational constraints. Many studies estimate 
automation potential by identifying tasks that can be 
performed by existing AI or robotic systems, thereby 
implying a linear trajectory from technical capability to actual 
adoption. However, as Holm and Lorenz (2022) argue, this 
assumption neglects the complex economic, institutional, 
and managerial realities that mediate technological diffusion. 

The fact that a task is automatable in principle does not 
guarantee that it will be automated in practice. A wide range 
of non-technical factors influence whether AI is deployed 
within a given organization. These include financial 
constraints, the availability of digital infrastructure, the cost 
of data acquisition and integration, employee resistance, legal 
uncertainty, and the absence of a compelling business case. 
In some cases, the costs associated with AI 
implementation—ranging from capital expenditure to 
retraining programs and change management—may 
outweigh the projected gains in productivity or efficiency, 
especially for small and medium-sized enterprises (Chui et 
al., 2018; Bessen, 2019). Moreover, the reconfiguration of 
work processes to accommodate AI often necessitates 
substantial organizational redesign. This includes 
restructuring roles, reallocating tasks, and redefining 
performance metrics, all of which can disrupt established 
hierarchies and workflows. As a result, firms may adopt a 
cautious, incremental approach rather than pursuing large-
scale automation, particularly when institutional inertia or 
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strong labor protections are in place. Implementation 
feasibility is thus contingent not only on technological 
maturity but also on organizational readiness and 
adaptability. 

Social acceptability further complicates AI deployment. 
The introduction of algorithmic systems into workplaces 
often raises ethical and psychological concerns among 
employees, including fears of job loss, deskilling, and 
increased surveillance. These perceptions can generate 
resistance, reduce morale, and undermine the legitimacy of 
technological change. In sectors such as healthcare and 
education, where trust, empathy, and interpersonal 
interaction are central to service delivery, the replacement of 
human judgment by machine output may face both cultural 
and professional opposition (Voss, 2021; ILO, 2023). Market 
structure and competitive dynamics also shape AI adoption. 
In highly commoditized sectors, firms may be under 
pressure to reduce labor costs through automation. In 
contrast, in markets where product differentiation relies on 
human-centric services—such as consulting, artisanal 
production, or high-end hospitality—the economic rationale 
for automation may be less compelling. In such cases, 
investments in AI may focus more on augmenting human 
labor rather than replacing it. Given these multifaceted 
constraints, automation risk assessments must go beyond 
task-level technical analyses and incorporate a broader 
understanding of implementation barriers. This includes 
evaluating organizational capacity, regulatory frameworks, 
sectoral characteristics, and cultural attitudes toward 
technology. Only by acknowledging these real-world 
frictions can we arrive at more accurate and actionable 
insights into the future of work in the age of AI. 
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3.5 Moving Toward a Strategic and Inclusive 
Transition 

Addressing the multifaceted challenges posed by 
artificial intelligence (AI) in the workplace necessitates 
coordinated action across multiple societal domains. The 
trajectory of AI integration is not predetermined by technical 
advancements alone, but is also shaped by public policy, 
institutional frameworks, and collective negotiation 
processes. Consequently, a strategic and inclusive transition 
toward AI-enabled labor markets requires deliberate efforts 
by governments, employers, trade unions, civil society, and 
educational institutions to co-design sustainable solutions. 

Central to this process is the creation of robust 
vocational training and lifelong learning systems that enable 
workers to adapt to the evolving demands of the labor 
market. These programs should be tailored to the specific 
skills required in AI-augmented work environments, ranging 
from digital literacy and data management to critical thinking 
and interdisciplinary collaboration. Evidence from past 
industrial transformations suggests that investment in 
upskilling and reskilling can mitigate the negative effects of 
technological displacement, particularly when training is 
accessible, targeted, and aligned with regional labor market 
needs (Autor, Mindell, & Reynolds, 2021; OECD, 2024). In 
parallel, social protection mechanisms must be strengthened 
to provide income security, healthcare, and transitional 
support to workers who are displaced or at high risk of job 
loss due to automation. These mechanisms are essential not 
only for cushioning economic shocks but also for preserving 
social cohesion and democratic legitimacy during periods of 
technological upheaval. Without them, the risk of exclusion, 
marginalization, and political backlash may increase, 
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undermining the social contract that sustains innovation 
(World Economic Forum, 2020; ILO, 2023). Equally 
important are regulatory frameworks that govern the use of 
AI in organizational and public contexts. As algorithmic 
decision-making becomes more prevalent in domains such 
as recruitment, credit scoring, and law enforcement, there is 
an urgent need to ensure that these systems are transparent, 
accountable, and non-discriminatory. Regulatory 
instruments should mandate explainability, establish redress 
mechanisms for affected individuals, and enforce 
compliance with ethical standards that reflect fundamental 
rights and democratic values (Floridi et al., 2018; Barocas, 
Hardt, & Narayanan, 2019). Furthermore, promoting 
human-centered AI design is a critical element of any 
inclusive strategy. This approach emphasizes the alignment 
of technological development with societal goals, prioritizing 
human autonomy, equity, and well-being over narrow 
efficiency metrics. By embedding participatory design 
practices and ethical impact assessments in the development 
lifecycle, AI technologies can be better adapted to diverse 
user needs and contexts of use (Doshi-Velez & Kim, 2017; 
Steijn, Luiijf, & van der Beek, 2016). 

Ultimately, the success of the transition to an AI-
integrated labor economy will depend not only on the 
technical capacity of machines but also on our collective 
ability to manage their deployment in a manner that 
maximizes opportunity while minimizing harm. Strategic 
governance, institutional trust, and inclusive policy design 
are the pillars upon which a just and sustainable AI transition 
must be built. 
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3.6 Rethinking Employment: From Substitution to 
Transformation 

The assessment of artificial intelligence’s impact on 
employment and skills requires a nuanced and 
multidimensional approach. Contrary to deterministic 
models that assume a direct substitution of human labor by 
machines, current evidence increasingly suggests that AI 
adoption often entails a reconfiguration of tasks, rather than 
their outright elimination. Many occupations comprise a 
hybrid structure that includes both automatable components 
and inherently human functions such as creativity, ethical 
reasoning, emotional intelligence, and social interaction. 

Traditional task-based frameworks, while useful, tend 
to understate the potential for augmentation and 
hybridization. In practice, AI systems are frequently 
deployed to support human decision-making in fields such 
as healthcare, logistics, customer service, education, and data 
analysis. In these contexts, machines process large volumes 
of information and generate probabilistic recommendations, 
but humans remain central in interpreting results, exercising 
judgment, and interacting with end users. 

The effects of AI on the labor market cannot be 
decoupled from broader socio-economic dynamics, 
including technological diffusion rates, demographic trends, 
macroeconomic cycles, and institutional capacities. While 
certain jobs may be displaced, new occupations and 
industries are likely to emerge as AI systems enable novel 
forms of production and service delivery. These 
developments are expected to generate productivity gains, 
reduce operational costs, and enhance the competitiveness 
of firms, with possible positive repercussions for overall 
employment levels. 
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However, the realization of these potential benefits is 
not automatic. The distributional effects of AI may 
exacerbate existing inequalities unless adequate policy 
measures are implemented. Preparing the workforce for the 
evolving job landscape will require substantial investments 
in education and lifelong learning, particularly in digital 
literacy, problem-solving, and interdisciplinary 
competencies. Workers must be equipped not only to coexist 
with AI systems, but to thrive within human-machine 
collaborative environments. 

Public policy has a critical role to play in mediating this 
transition. A proactive institutional framework should 
include well-designed reskilling programs, accessible income 
support mechanisms, and dynamic labor market regulations 
that foster mobility, security, and flexibility. In parallel, it is 
necessary to cultivate a culture of ethical AI deployment, 
ensuring that technological change serves inclusive and 
sustainable economic development. 

In conclusion, the impact of AI on employment is 
neither linear nor uniform. It is shaped by a complex 
interplay of technological, organizational, and policy factors. 
Rather than focusing exclusively on risks of job elimination, 
it is more productive to explore how AI can transform the 
nature of work, enhance human capabilities, and stimulate 
economic renewal. The challenge for contemporary societies 
lies in managing this transformation deliberately, equitably, 
and intelligently—turning technological disruption into an 
opportunity for collective advancement. 

  



AI, TELL ME YOUR PROTOCOL 

 
52 

CHAPTER 4: IMPACT OF WORK 
TRANSFORMATION: A SECTORAL PERSPECTIVE 

 

The transformation of work driven by the adoption of 
artificial intelligence constitutes one of the most significant 
dynamics of the twenty-first century in the field of labor 
relations and productive organization. This chapter aims to 
examine, in depth and with scientific rigor, the current and 
potential impacts of artificial intelligence in the realm of 
work from a sectoral perspective. It begins with the premise, 
widely supported by contemporary literature, that the 
incorporation of intelligent systems into the labor 
environment is producing structural transformations that 
affect not only the skill sets required but also the material 
conditions of employment and the interaction between 
workers and their technological environments. 

The central objective of this chapter is to analyze how 
artificial intelligence is being implemented in strategic sectors 
such as transportation, banking, and healthcare, and to 
rigorously evaluate the effects this technology is producing 
on the organization of labor, skill demands, occupational 
health and safety, and human relationships within the 
workplace. Based on a systematic review of the existing 
academic and technical literature, this chapter seeks to 
construct a comprehensive understanding of the 
transformations currently underway in diverse productive 
sectors. This review is complemented by the analysis of 
empirical studies and specific case examples in which AI is 
actively integrated into real-world work environments. 

The analysis considers both the positive effects and the 
challenges associated with the adoption of artificial 
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intelligence in professional settings. Among the aspects 
examined are the reconfiguration of skill requirements, the 
redistribution of tasks between human workers and 
automated systems, the automation of operational processes, 
the quality of employment resulting from these changes, 
emergent occupational risks, and the transformation of 
interpersonal and machine-mediated interactions in the 
workplace. The purpose is not merely to describe the 
changes observed but to understand their scope and 
structural implications. 

To ensure the validity and precision of its findings, this 
chapter employs a rigorous methodological approach that 
combines quantitative and qualitative data analysis, the study 
of AI systems applied to labor contexts, and consultation 
with experts and researchers specialized in artificial 
intelligence and labor organization. It also includes a critical 
review of the methodologies employed in the analyzed 
studies, identifying potential biases, methodological 
limitations, and analytical gaps, particularly in relation to how 
the real impact of artificial intelligence on work 
transformation is assessed. This approach makes it possible 
to distinguish between generalizable impacts and those that 
are specific to each sector, taking into account that the 
capacity to implement intelligent systems, their integration 
into work processes, and their consequences for the 
workforce vary significantly depending on the type of 
activity, organizational structure, regulatory environment, 
and digital maturity of each industry. 

Finally, the chapter presents evidence-based 
recommendations for the development of future research, as 
well as for the formulation of public policy and corporate 
strategy that can responsibly and sustainably accompany the 
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transformation of work. It is grounded in the conviction that 
a deep, sectorally differentiated, and academically informed 
understanding of the effects of artificial intelligence on labor 
is essential for sound decision-making in labor policy, talent 
formation, and strategic planning in an increasingly 
automated and digitized environment. 

 

4.1 Artificial Intelligence in the Healthcare Sector 

The integration of artificial intelligence in the healthcare 
sector has generated intense interest in recent years, not only 
for its potential to optimize clinical processes but also for the 
fundamental ethical and structural questions it raises. 
Healthcare is a sector defined by its intensive reliance on 
knowledge, constant innovation in medical technologies and 
treatments, and high-volume data generation across 
institutional, clinical, and patient-level domains. These 
characteristics make the sector particularly fertile ground for 
the application of AI, especially when intelligent systems are 
trained to identify patterns in complex medical datasets and 
support evidence-based decision-making processes. 

Artificial intelligence offers a range of possibilities to 
enhance diagnostic accuracy, predict treatment outcomes, 
allocate resources more efficiently, and support public health 
monitoring and planning. Its potential to transform health 
systems, however, is conditioned by the quality of the data 
employed, the interpretability of algorithms, and the ethical 
frameworks within which these technologies are 
implemented. The scale of healthcare-related data is 
unprecedented: electronic health records, imaging systems, 
genomics, wearable devices, and health apps generate vast 
quantities of information daily. According to recent 
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estimates, the global healthcare data volume is expected to 
reach 50 zettabytes by 2025, doubling approximately every 
73 days (IDC, 2023). The ability to process this data 
intelligently and securely is emerging as a critical determinant 
of national health system performance.  

Economically, the healthcare sector represents one of 
the most significant components of global expenditure. 
According to the World Bank and OECD data from 2024, 
healthcare spending accounts for approximately 10.6 percent 
of global GDP and exceeds that threshold in many countries, 
including the United States (17.8%), Germany (12.7%), 
France (12.3%), the United Kingdom (11.9%), and Brazil 
(9.5%). This sustained investment reflects demographic 
transitions—such as population aging—and epidemiological 
changes, including the rising prevalence of chronic non-
communicable diseases, multimorbidity, and mental health 
disorders. While healthcare systems are under pressure to 
expand access and improve quality, public budgets remain 
under severe constraint. The OECD (2024) estimates that at 
least 20 percent of healthcare spending yields no measurable 
improvement in health outcomes and may even contribute 
to overtreatment or harm. These inefficiencies have made 
the healthcare sector a prime target for innovation initiatives 
from both traditional health institutions and major 
technology firms. Companies such as Google (through 
DeepMind and Google Health), Amazon (via Amazon Clinic 
and AWS HealthLake), Apple (with HealthKit and wearable 
integration), Microsoft (with Azure AI for Healthcare), and 
Meta (in partnership with medical imaging initiatives) are 
increasingly investing in healthcare platforms and services. 
These actors are introducing AI-driven tools that offer 
diagnostic support, optimize medical workflows, or enhance 
patient engagement. Their growing influence underscores 
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the need for careful analysis of both the benefits and 
systemic risks associated with integrating private AI 
technologies into public health infrastructures. 

Healthcare is not a homogeneous domain. It 
encompasses a wide range of professions and competencies, 
from highly specialized disciplines such as neurosurgery and 
oncology to the complex relational work of nurses, case 
managers, caregivers, and public health coordinators. The 
diversity of roles implies multiple points of contact with 
artificial intelligence systems, whether through automated 
triage platforms, clinical decision support systems, robotic 
surgery, AI-enabled diagnostic imaging, or patient 
monitoring systems. Labor costs constitute a substantial 
proportion of healthcare budgets, and the possibility of 
substituting some tasks performed by human workers with 
intelligent machines has been widely discussed in both 
academic literature and institutional reports. 

AI systems currently perform well in narrow domains 
characterized by well-defined problems and structured data. 
For example, convolutional neural networks have 
demonstrated expert-level performance in fracture detection 
from radiological images, melanoma identification from 
dermoscopic photographs, and tumor segmentation in 
oncology (Esteva et al., 2021; Rajpurkar et al., 2022). These 
applications often rely on established clinical guidelines and 
focus on single-pathology scenarios. However, real-world 
medicine increasingly involves patients with multiple 
comorbidities and interacting chronic conditions, a context 
that challenges current AI capacities and reveals their 
epistemological and practical limitations. 

Managing complex multimorbidity, particularly among 
aging populations, is likely to become a central challenge for 



AGUSTIN V. STARTARI 

 
57 

health systems worldwide in the coming decades. The shift 
from acute, episodic care to long-term, coordinated, and 
preventive care demands more than algorithmic precision. It 
requires interdisciplinary collaboration, integration across 
medical and social services, and sensitivity to patients’ 
psychological and behavioral contexts. AI tools designed 
without consideration for this complexity risk reinforcing 
reductive models of care and neglecting essential human 
dimensions. The future of effective healthcare, therefore, lies 
in the integration of AI not as a replacement for human 
expertise, but as a complementary tool that enhances 
systemic capacity while preserving the relational and ethical 
foundations of medicine. The effectiveness of artificial 
intelligence in disease detection cannot be reduced merely to 
the volume of data available. The quality of a medical 
diagnosis depends not only on the quantity of information 
collected but also on the capacity to interpret complex and 
dynamic phenomena that are not governed by fixed or 
deterministic rules. Unlike closed systems where AI can 
achieve high predictive accuracy based on regularities in data, 
the human body and its interaction with socio-
environmental factors present non-linear and contingent 
characteristics that limit the generalizability of algorithmic 
solutions. Medical knowledge, particularly in cases involving 
multimorbidity, mental health, or psychosomatic disorders, 
requires interpretive reasoning, clinical judgment, and 
contextual awareness—capacities that are not reproducible 
by current AI systems. 

The dynamic nature of human life, the uniqueness of 
each clinical case, and the unpredictability of many health 
outcomes imply that full automation in medical decision-
making is neither desirable nor viable. Human beings possess 
adaptive capacities that allow them to respond to novel and 
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unexpected situations, negotiate meaning with patients, and 
adjust behavior according to non-programmed feedback. 
These forms of practical and ethical reasoning cannot be 
autonomously replicated by artificial intelligence, regardless 
of data scale or algorithmic complexity. Furthermore, issues 
of responsibility and accountability in healthcare are 
fundamentally different from those in other automated 
environments. Misdiagnosis or inappropriate treatment, 
even if statistically rare, may result in severe consequences, 
including permanent disability or death. This introduces 
ethical and legal considerations that go beyond technical 
performance and concern the legitimacy of delegation to AI 
in life-critical scenarios. 

Therefore, while artificial intelligence can serve as a 
valuable complementary tool in healthcare, its capacity to 
substitute clinical professionals is limited and should be 
rigorously examined. The deployment of AI in this sector 
must be guided by principles of proportionality, 
transparency, explainability, and shared responsibility, 
especially when its use affects vulnerable populations or 
decision-making under uncertainty. A comprehensive 
evaluation of its impact requires integrating not only 
accuracy and efficiency metrics but also human-centered 
criteria such as empathy, trust, and communicative efficacy. 

More broadly, artificial intelligence invites a systemic 
rethinking of how healthcare is conceptualized and 
organized. Historically, health systems in industrialized 
countries were structured around acute and episodic care 
models, focused on well-defined pathologies such as 
fractures, infections, or tumors. In such settings, which 
operate according to linear diagnostic and therapeutic 
protocols, AI systems can introduce efficiencies that 
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resemble those found in industrial production models. 
However, the future of medicine is likely to shift toward the 
long-term management of complex, chronic, and poly-
pathological conditions, where psychological, behavioral, 
and social factors play a crucial role. Addressing obesity, 
diabetes, addiction, and mental health disorders, for 
example, requires sustained engagement, behavior 
modification, and patient empowerment. 

In this context, AI may help identify risk profiles, 
anticipate relapses, or optimize treatment pathways, but it 
cannot replace the human relationship that underlies 
motivational interviewing, therapeutic alliance, or ethical 
counseling. Case studies such as Kaiser Permanente 
Washington illustrate how AI-based systems can be 
successfully integrated with interdisciplinary teams of 
clinicians, nurses, health coaches, and community workers to 
improve prevention and care for multifactorial diseases. 
These experiences support the hypothesis that rather than 
reducing the need for healthcare professionals, AI may 
increase the demand for relational and coordination-
intensive roles. Moreover, AI may contribute to the 
emergence of new healthcare professions and the 
transformation of existing ones. As digital health ecosystems 
expand, roles such as data health analysts, AI-augmented 
clinicians, clinical algorithm auditors, and virtual care 
coordinators are likely to become essential components of 
healthcare teams. The work of highly specialized 
professionals, such as oncologists or cardiologists, may 
evolve to include oversight of algorithmic recommendations 
and the integration of real-time data streams into decision-
making. Likewise, frontline workers such as nurses and care 
assistants may increasingly rely on AI tools for personalized 
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monitoring and early warning systems, especially in remote 
or home-care settings. 

Remote patient monitoring systems supported by AI 
could facilitate personalized responses tailored to individual 
contexts, drawing upon clinical records, social determinants 
of health, and behavioral history. AI could also play a role in 
hospital admission processes by pre-analyzing medical 
histories and suggesting care strategies, improving 
communication between services and streamlining 
coordination across different care levels. These 
transformations would not eliminate traditional nursing 
functions, but rather reshape their modalities of 
intervention, requiring enhanced digital literacy and 
interprofessional collaboration. 

Ultimately, the integration of artificial intelligence in 
healthcare must be evaluated not only through economic or 
technological metrics but also through its effects on 
professional identity, patient autonomy, and the organization 
of care. This requires a governance framework that aligns 
innovation with public values and ensures that technological 
change reinforces, rather than weakens, the humanistic 
foundations of medicine. 

Better The integration of artificial intelligence in 
healthcare also presents opportunities to improve the 
internal organization of work and alleviate pressure on 
clinical and administrative personnel. One significant 
contribution of AI systems lies in their capacity to enhance 
the coordination of actions among healthcare professionals, 
which is critical for quality care delivery. By enabling real-
time data sharing, streamlining communication, and 
facilitating cross-functional planning, AI systems can reduce 
fragmentation and promote integrated care pathways. This, 
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in turn, may improve both clinical outcomes and workplace 
satisfaction. 

Organizational efficiency remains a pressing issue in 
healthcare. According to data from the OECD, 
approximately 20 percent of healthcare spending in member 
countries is wasted due to inefficiencies in care delivery, poor 
coordination, and excessive administrative burdens (OECD, 
2017; OECD, 2024). AI applications that support hospital 
activity coding, diagnostic planning, triage, and patient 
prioritization can contribute to optimizing resource 
allocation. By anticipating patient flows and improving 
capacity management, AI can help hospitals adjust staffing, 
reduce bottlenecks, and allocate resources more precisely. 
These improvements lighten the administrative workload of 
healthcare professionals, allowing more time for patient 
interaction and reducing job stress. 

This reduction in bureaucratic pressure is particularly 
important in an environment where many hospitals face 
systemic challenges such as understaffing, excessive 
workload, and increasing case complexity. AI systems that 
automate repetitive tasks—such as scheduling, 
documentation, or inventory management—can improve 
the working conditions of overburdened clinical teams, 
mitigating the physical and psychological exhaustion often 
associated with emergency and chronic care. However, this 
transformation also raises concerns regarding employment 
in non-medical support roles. According to public health 
policy expert David Gruson, up to 15 percent of 
administrative and logistical positions in hospitals—such as 
those related to reception, patient transport coordination, 
and resource management—could be made redundant by 
AI-based automation (Gruson, 2019). These effects are 
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expected to intensify as AI tools become more sophisticated, 
generating tension between the goals of efficiency and 
employment stability. A balanced approach to AI adoption 
must therefore consider not only technical performance but 
also social impacts, requiring institutional mechanisms to 
support professional reconversion and role evolution. 

In addition to administrative restructuring, AI is 
increasingly being tested in psychosocial interventions, 
particularly in geriatrics and long-term care. The 
management of patients with chronic neurodegenerative 
conditions, such as Alzheimer’s disease, presents a major 
organizational and ethical challenge. These patients 
frequently suffer from behavioral symptoms—anxiety, 
aggression, wandering, or apathy—that are difficult to 
manage and place a significant emotional and logistical 
burden on healthcare teams. Due to communication 
difficulties and emotional distress, many patients experience 
isolation, which exacerbates both clinical outcomes and 
caregiver stress. The accumulation of such stress factors 
often leads to burnout among healthcare professionals, as 
well as excessive reliance on pharmacological treatments 
such as psychotropic medications. 

In response to these challenges, several initiatives have 
explored the use of AI-assisted robotic systems to mediate 
patient-caregiver interactions. One notable case is the 
implementation of Paro, an interactive robot designed to 
engage older patients through auditory, tactile, and 
emotional responses. In a study conducted in a hospital 
geriatric unit, 100 percent of surveyed staff acknowledged 
lacking effective tools to manage complex cases involving 
behavioral disorders. Following the introduction of Paro, 
participants reported reduced levels of patient anxiety, 
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improved mood, and lower usage of sedative medications 
(Demange et al., 2019). These results were corroborated by 
international studies, which found that robotic companions 
not only improved patients’ well-being but also had a 
positive effect on staff morale and task management. 

While such technologies are not substitutes for human 
care, they demonstrate how AI-mediated interventions can 
enhance patient outcomes and improve workplace dynamics 
when implemented thoughtfully and ethically. Their success 
depends on user acceptance, integration into care protocols, 
and rigorous evaluation, as well as continuous collaboration 
between engineers, clinicians, and caregivers. 

 

4.2 Artificial Intelligence in the Transportation 
Sector 

The transportation sector has emerged as one of the 
principal frontiers for the implementation of artificial 
intelligence, particularly through the development of 
autonomous vehicles and AI-based logistics systems. The 
magnitude of this transformation will depend on the level of 
automation achieved and the speed at which various 
technologies diffuse across modes of transport. Although 
the promise of fully autonomous vehicles has long occupied 
a central place in technological forecasts, the concrete 
deployment of such systems remains limited and uneven. 

A central concept in assessing this transformation is the 
SAE International classification system, which defines six 
levels of vehicle automation, from Level 0 (no automation) 
to Level 5 (full autonomy in all environments). As of 2025, 
no manufacturer has yet announced a commercially available 
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Level 5 vehicle. Experiments in driverless navigation began 
in the late 2010s, led by firms such as Waymo in the United 
States and Navya in France. Nonetheless, full autonomy 
across all road conditions remains a long-term goal. 
According to John Krafcik, former CEO of Waymo, the 
realization of Level 5 autonomy may take several decades, 
and even then, autonomous vehicles may still require human 
supervision in exceptional conditions (Krafcik, 2021). 

In the foreseeable future, the most significant progress 
is expected to occur at Level 4, where vehicles can operate 
autonomously in constrained and predictable environments 
such as highways, parking lots, or dedicated urban corridors. 
Within the next five to ten years, these systems may begin to 
alter labor structures in sectors such as road transport and 
rail operations, especially where long-distance freight and 
regularized transport routes facilitate technical feasibility. 
Consequently, the analysis of AI’s impact in this chapter will 
focus on the likely diffusion of Level 4 automation and its 
implications for the organization of labor, employment 
dynamics, and productivity across ground transport 
industries. 

The development of autonomous trucks represents a 
particularly salient case. Road freight transport, which 
accounts for a substantial proportion of logistical movement 
in North America and Europe, is considered a promising 
area for full automation due to the standardized nature of 
long-distance highway routes and the economic incentives to 
reduce labor costs. The automation of freight vehicles may 
allow companies to bypass regulatory constraints related to 
mandatory rest periods, operate in continuous platoons to 
reduce fuel consumption, and optimize fleet management 
through enhanced flexibility. These changes could generate 
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significant productivity gains while helping to address the 
persistent shortage of professional drivers observed in 
several countries. 

However, the full integration of autonomous trucks 
into commercial operations depends on regulatory 
harmonization, industry standards, and the development of 
secure and interoperable digital infrastructures. According to 
a survey conducted by the International Transport Forum, 
more than half of transportation experts anticipate that 
vehicle platooning will become widespread by 2030, whereas 
fully autonomous freight operations may not be 
commercially viable before 2050. Pilot projects in ports, 
mining facilities, and controlled environments have 
demonstrated the potential of these technologies, but no 
commercial deployment of Level 4 or Level 5 autonomous 
freight vehicles has been recorded as of early 2025. Existing 
tests involve onboard human supervision, reflecting 
continued technical, legal, and ethical constraints. 

In addition to vehicle automation, AI is increasingly 
applied in logistics, infrastructure management, and 
predictive maintenance. The proliferation of industrial 
sensors has enabled the large-scale collection of real-time 
operational data from vehicles, transport systems, and 
physical infrastructure. AI algorithms can process this data 
at a speed and scale far beyond human capabilities, allowing 
for the development of intelligent diagnostic systems. These 
tools can detect signs of mechanical wear, analyze operating 
patterns, and anticipate anomalies, thereby enabling 
predictive rather than preventive maintenance protocols. 
This approach reduces unplanned downtimes, extends the 
life of critical equipment, and optimizes resource allocation 
in maintenance departments. 
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These developments are particularly relevant for rail 
networks, which operate under high-capacity constraints and 
complex scheduling systems. AI-based systems can 
dynamically reconfigure transport flows in response to 
disruptions, managing variables such as train availability, 
track usage, passenger demand, and emergency scenarios. In 
cases of breakdown or congestion, AI systems can assess the 
optimal speed to alleviate bottlenecks, deploy replacement 
units based on workforce availability, and propose 
alternative routing strategies. Such systems rely on the real-
time integration of diverse data sources, including traffic 
patterns, meteorological conditions, and passenger behavior, 
which poses significant challenges in terms of data 
governance and inter-organizational coordination. 

In this regard, logistical optimization through AI is not 
limited to cost-efficiency. It also introduces the possibility of 
improving service continuity, reducing environmental 
impact, and enhancing passenger safety. However, these 
benefits come with structural challenges related to labor 
substitution, new occupational risks associated with 
automated systems, and potential cyber vulnerabilities in 
interconnected infrastructures. The expansion of AI in 
transport must therefore be accompanied by robust 
regulatory frameworks that address not only technological 
reliability, but also employment protection, liability 
allocation, and cross-border interoperability. 

The social consequences of automation in transport 
also deserve critical attention. In scenarios of partial 
automation, existing workers may experience task 
restructuring, reduced autonomy, or surveillance-based 
performance monitoring. In fully automated contexts, entire 
job categories—particularly those involving routine driving 
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tasks—may become obsolete. However, as with other 
sectors, AI may also create new roles in maintenance 
analytics, remote operations, cybersecurity, and systems 
supervision. The net impact on employment will depend not 
only on the pace of technological change, but also on policy 
responses and the capacity to design inclusive transitions that 
prioritize human dignity, retraining, and equity. 

The technological applications associated with artificial 
intelligence in the transportation sector are progressively 
reaching a level of maturity that could allow for widespread 
implementation over the next five to ten years. However, 
this maturity cannot be assessed solely in terms of 
algorithmic performance or mechanical feasibility. The 
successful deployment of autonomous systems also depends 
on data availability at scale, the resolution of privacy issues 
related to connected vehicles, and the establishment of clear 
economic and institutional frameworks for data exchange. 
The operation of autonomous vehicles requires real-time 
access to massive datasets concerning vehicle performance, 
infrastructure conditions, navigation environments, and 
traffic dynamics. These data flows must be harmonized 
across actors such as road and rail infrastructure managers, 
vehicle manufacturers, logistics firms, and public authorities. 
In this regard, the central challenge is not merely technical 
but economic and political. Issues surrounding data 
ownership, interoperability, and distribution of value among 
stakeholders will play a decisive role in determining how 
effectively AI technologies are integrated into transport 
systems. The creation of open and standardized platforms 
for data sharing—particularly for navigation, diagnostics, 
and predictive maintenance—will be essential. Without 
coordinated policy action, fragmentation and data silos may 
impede the full realization of AI’s potential in improving 
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safety, efficiency, and responsiveness in transportation 
networks. 

The impact of AI on occupations and skill profiles 
within the transportation sector is most visible in the case of 
road freight transport. Driving remains a core function in 
this domain, and the development of autonomous trucks 
could fundamentally alter the demand for labor. If Level 4 
vehicles capable of operating autonomously on highways 
become operational within a ten-year horizon, the role of 
professional drivers is likely to be redefined. In certain 
corridors or operational contexts, automation could reduce 
the need for long-haul drivers by enabling continuous 
operation beyond human working-hour limits. This, in turn, 
may lead to a contraction in demand for long-distance 
trucking labor, particularly in countries where freight 
transport depends heavily on interstate highway systems. 

However, the transition will not be immediate or 
homogeneous. The implementation of autonomous freight 
vehicles presupposes a robust regulatory architecture, 
standardization of safety protocols, and resolution of legal 
ambiguities surrounding liability and accident response. 
Moreover, certain tasks in the transport chain—such as 
loading, unloading, refueling, and customer interaction—
remain non-automated and continue to require human labor. 
In many cases, autonomous trucks will require a hybrid 
model in which human drivers take control in non-highway 
segments or provide supervision and logistical support. 
Additionally, the diffusion of AI systems is likely to generate 
new roles and skill demands. The operation and monitoring 
of autonomous fleets will create demand for control-center 
personnel tasked with supervising real-time vehicle 
performance, responding to alerts, and managing fleet 
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coordination. These workers will need technical expertise in 
areas such as data systems, network security, remote 
diagnostics, and human-machine interaction. The skills 
required for these emerging roles are distinct from those 
traditionally associated with commercial driving, highlighting 
the need for proactive workforce development strategies. 

The transformation of the truck driving profession also 
involves profound implications for occupational identity, 
regulation, and labor protections. Historically, truck driving 
has been a central employment pathway for working-class 
men in many economies, particularly in rural or peri-urban 
regions. The erosion of this occupation due to automation 
could contribute to economic dislocation and social 
polarization if appropriate compensatory measures are not 
implemented. At the same time, new opportunities may arise 
for drivers in last-mile logistics, fleet support services, and 
regional delivery systems, especially in contexts where full 
automation is not technically feasible or economically 
justified. 

The supervision and remote control of automated fleets 
may become a new employment niche, combining 
operational oversight with decision-making support in 
complex or unforeseen scenarios. These functions will 
require not only technical skills but also competencies related 
to ethical judgment, incident management, and the 
interpretation of AI-generated alerts or anomalies. The 
redistribution of tasks may therefore redefine the nature of 
labor in transport from physical operation toward systemic 
coordination and digital supervision. 

It is important to emphasize that employment 
projections in this sector remain speculative and contingent 
on numerous factors, including technological progress, 



AI, TELL ME YOUR PROTOCOL 

 
70 

policy interventions, consumer behavior, and 
macroeconomic trends. Nonetheless, the transformative 
potential of AI in the transport sector requires that 
governments and industries prepare for non-linear labor 
transitions. Strategies for fair transition and retraining will be 
critical to ensure that the benefits of automation do not 
come at the cost of social cohesion and human security. 
Workforce development policies should not only focus on 
technical skills, but also promote adaptive capacities, cross-
functional training, and ethical awareness in the context of 
human-AI collaboration. 

The emergence of Level 4 autonomous vehicles in 
public transportation introduces new opportunities not only 
in terms of technological innovation but also in the 
configuration of services and labor dynamics. While these 
vehicles are unlikely to substantially impact the private use 
of automobiles in the short term, their deployment in public 
and semi-public transit systems may alter mobility patterns. 
Pilot programs for autonomous shuttles are currently 
underway in various regions, particularly in low-density 
urban areas or closed environments such as business 
campuses, airports, and university grounds. Companies such 
as Navya have deployed over fifty autonomous units 
worldwide, suggesting the beginning of a transition toward 
localized, AI-enabled mobility services. 

These autonomous shuttles are designed to operate on 
predefined routes and offer potential value in covering “last 
mile” journeys or off-peak routes that are underserved by 
conventional mass transit. In doing so, they may reduce 
dependency on private vehicles for short distances and 
provide a viable alternative to ride-hailing services during 
hours when traditional public transport is unavailable. 
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Nevertheless, due to infrastructure limitations and traffic 
saturation risks, these vehicles are unlikely to replace high-
capacity public transport on congested corridors in the near 
future. Until fully autonomous driving (Level 5) is 
achieved—something not projected to be viable before 
2040—taxis and app-based ride services will remain the 
dominant mode for flexible, door-to-door travel. 

In parallel with this deployment, job creation is 
anticipated in areas related to fleet supervision, customer 
service, safety assurance, and technical support. These roles 
will require competencies in digital coordination, service 
logistics, and real-time incident management. The success of 
these autonomous systems will depend not only on their 
engineering, but on their social integration and operational 
reliability in complex urban environments. 

The shift toward intelligent and connected vehicles is 
also expected to transform the roles and required skills of 
maintenance personnel. AI-powered diagnostic tools are 
increasingly embedded into new vehicles and retrofitted into 
existing fleets. These tools can generate precise fault 
detection, maintenance forecasts, and prescriptive repair 
instructions. In the context of predictive maintenance, the 
system may diagnose the fault, suggest the timing of the 
intervention, and propose the repair strategy, reducing 
uncertainty and reactive interventions. 

However, this efficiency entails the risk of functional 
deskilling. As AI systems assume diagnostic functions, 
maintenance technicians may gradually lose a holistic 
understanding of vehicle systems, becoming reliant on 
algorithmic outputs. This parallel concerns in other domains, 
such as medicine, where algorithmic diagnostics may erode 
clinical reasoning if used uncritically. Preserving broad 
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operational knowledge in maintenance occupations thus 
becomes a pedagogical and organizational challenge. Rather 
than reducing human autonomy to task execution, training 
programs should aim to balance specialization with systemic 
comprehension, enabling workers to intervene when 
intelligent tools fail or produce ambiguous results. 

Predictive maintenance can also optimize the workflow 
of maintenance centers, allowing for more accurate 
forecasting of service demand, reducing overload during 
peak periods, and improving inventory and workforce 
planning. Nonetheless, its implementation must be 
accompanied by deliberate skill development strategies that 
uphold workforce autonomy and sustain the epistemic 
integrity of maintenance work. 

 

4.3 Artificial Intelligence in the Banking and 
Financial Sector 

The banking sector has been a pioneer in the adoption 
of digital technologies and automated systems, making it one 
of the most advanced environments for artificial intelligence 
applications. Due to the highly structured nature of financial 
data and the digitalization of core banking operations, the 
sector offers a fertile testing ground for AI systems in 
functions ranging from customer service to compliance, risk 
modeling, and asset management. 

In the domain of customer relationship management, 
AI is most prominently used in credit scoring and risk 
assessment. Traditional statistical models have been 
employed for decades to estimate the probability of default 
among borrowers. More recently, these models have been 
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supplemented by machine learning algorithms that 
incorporate non-traditional variables and extract predictive 
patterns from large datasets. This shift allows for more 
granular risk stratification but raises questions regarding data 
fairness, transparency, and explainability, particularly when 
AI models draw on behavioral or third-party data with 
potential bias. 

Conversational AI systems, particularly chatbots and 
virtual assistants, represent one of the most visible and 
transformative aspects of AI deployment in banking. These 
systems allow for 24/7 interaction with customers, 
addressing basic queries, initiating transactions, and 
redirecting complex cases to human agents. The 
incorporation of natural language processing has 
significantly enhanced their performance and user 
experience. According to Satheesh et al. (2018), 
conversational agents are reshaping the nature of client-
facing work, reducing the number of routine interactions 
handled by front-office staff and allowing human employees 
to focus on higher-value, personalized services. 

AI is also playing a growing role in financial operations 
and asset management. In portfolio management, AI tools 
are used to analyze weak signals in financial markets, detect 
emerging trends, and generate real-time investment 
recommendations. These applications are increasingly 
important in high-frequency trading and algorithmic fund 
management, where millisecond-level decisions influence 
market outcomes. Furthermore, AI systems are being used 
to optimize capital allocation and model macroeconomic 
scenarios for institutional investors. 

In the domain of compliance and regulation, AI has 
been deployed to detect anomalous transactions, identify 
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potential cases of fraud, and support anti-money laundering 
(AML) efforts. Algorithms trained on transaction patterns, 
geographic data, and historical risk profiles can flag 
suspicious activity with increasing accuracy. Optical 
character recognition and image analysis systems are also 
used to automate customer identity verification, extracting 
and processing data from scanned ID documents. 

These innovations are reshaping the occupational 
landscape of banking. While certain administrative and 
clerical roles may decline, there is a growing demand for data 
scientists, algorithm auditors, AI ethics officers, and 
specialists in financial cybersecurity. The success of AI 
adoption in the banking sector will depend on how 
institutions balance automation with human oversight, 
preserve client trust, and ensure that innovation aligns with 
evolving regulatory standards. 

The progressive implementation of artificial intelligence 
in the banking sector is redefining both the structure of labor 
and the competencies required across multiple operational 
layers. According to Athling (2017), the profession of the 
banking advisor is undergoing a transformation that affects 
not only technical and compliance-related responsibilities, 
but also the very identity of client relationship roles. Tasks 
related to regulatory monitoring, fiscal oversight, and risk 
detection—including money laundering and tax fraud—are 
increasingly performed or augmented by intelligent systems. 
Tools such as Doctrine, a legal search engine powered by AI, 
illustrate the growing role of algorithmic assistance in 
navigating complex regulatory frameworks. 

This transformation is occurring in tandem with 
shifting consumer expectations, particularly the demand for 
uninterrupted, omnichannel service. As banks transition 
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toward 24/7 availability, a hybrid model of automated and 
human support is emerging. Under this model, AI systems 
triage requests and resolve common queries, while more 
complex interactions are managed by human agents. In some 
cases, a two-tiered service model is envisioned, where basic 
AI assistance is offered at no cost, and personalized human 
service is reserved for premium clients or specific use cases. 
This could result in a bifurcation of platform operation roles: 
a reduction in the number of frontline workers for routine 
inquiries, combined with an increase in the complexity and 
cognitive demands of the remaining roles. 

The increasing effectiveness of AI in resolving 
platform-related questions, especially concerning online 
banking—now the primary interaction channel for most 
customers—has the potential to offload substantial 
administrative work. This reallocation of tasks may enable 
banks to train service agents to handle functions traditionally 
assigned to advisors, thereby reshaping internal role 
hierarchies. Customers now increasingly perceive their 
advisor not as a co-manager of their financial portfolio, but 
as a support interface capable of resolving a broad array of 
issues on demand. 

In this evolving environment, new actors are emerging. 
Integrated service providers specializing in customer 
relations and data aggregation—often operating for third 
parties—are leveraging AI to offer entirely automated 
support systems. The concept of “bot-shoring” replaces 
traditional offshoring: instead of relocating services abroad 
to reduce labor costs, companies now assess which processes 
can be automated locally, minimizing expenses without 
geographic displacement. This shift further intensifies 
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competition in the sector, pressuring traditional banks to 
accelerate their digital transformation strategies. 

Paradoxically, AI can also reinforce the value of human 
advisors by automating low-value tasks and enabling them to 
focus on personalized consultation. As AI reduces the 
cognitive burden of regulatory or procedural tasks, advisors 
may devote more attention to understanding client goals, 
recommending financial products, and providing strategic 
guidance. This transition would prioritize relational and 
decision-making skills, encouraging financial institutions to 
invest in training programs focused on negotiation, 
communication, and personalized advising. Whether AI in 
banking leads to further digitization or rehumanization of 
financial services depends largely on the strategic decisions 
taken by institutional leaders. 

Beyond client-facing roles, the implementation of AI in 
support functions is accelerating. Tasks involving data 
collection, information validation, and transaction 
monitoring are increasingly subject to optimization or 
automation. While AI does not radically restructure 
information systems, it extends existing trends initiated with 
robotic process automation (RPA) during the 1990s. In 
compliance-related domains, AI applications can enhance 
competencies such as responsiveness and adaptability, and 
reinforce digital and office-related skills. These areas, in turn, 
are linked to higher employability, suggesting that AI-
induced transformations may not necessarily result in job 
losses but rather in job requalification. 

The sectoral prospective analysis conducted by 
international organizations such as the Economic 
Commission for Latin America and the Caribbean (CEPAL) 
reveals the heterogeneous and multidimensional nature of 
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AI’s impact. Transformations induced by AI affect tasks, 
professions, work organization, and labor relations. Three 
types of tasks can be identified. First, there are novel tasks 
enabled by AI, such as continuous monitoring through 
connected devices in healthcare. Second, there is the 
automation of previously manual operations, such as 
autonomous road freight driving or automated fraud 
detection in banking. These transformations tend to devalue 
certain procedural competencies, such as routine planning or 
regulatory compliance, now ensured by algorithmic systems. 
Third, there are tasks that continue to require human 
intervention due to the current limits of AI, such as complex 
medical care or driving in highly variable traffic conditions. 

Importantly, the deployment of AI not only transforms 
existing jobs but generates new professions related to the 
design, implementation, monitoring, and maintenance of 
intelligent systems. These roles encompass a wide spectrum 
of qualifications. At the high end, AI researchers and data 
scientists are essential to model development and system 
architecture. However, other functions—such as training 
data supervision, error correction, algorithm evaluation, and 
field testing—require medium or low levels of specialization. 
Although these roles may not constitute a majority of 
employment, they are crucial for ensuring the functionality, 
safety, and accountability of AI systems. 

To meet the demand for such roles, education and 
certification programs in AI-related disciplines are 
proliferating worldwide. Institutions have begun to offer 
specialized degrees in data engineering, ethical AI 
management, algorithm auditing, and applied machine 
learning. The emergence of these professions suggests that 
the long-term impact of AI on employment in banking and 
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finance will be not merely one of reduction or substitution, 
but rather recomposition and diversification, with qualitative 
shifts in knowledge requirements and labor structures. 

 

4.4 Sectoral Impacts of Artificial Intelligence: 
Transformations, Tensions, and the Future of Work 

The analysis of artificial intelligence (AI) across three 
core economic sectors—healthcare, transportation, and 
banking—reveals both the heterogeneity and the structural 
depth of the transformations currently underway. Far from 
producing uniform effects, AI alters occupational landscapes 
according to the nature of tasks, the regulatory frameworks, 
and the strategic choices adopted by organizations. It 
reorganizes labor processes, modifies skill hierarchies, and 
redefines the distribution of responsibilities between humans 
and intelligent systems. 

Among the most salient findings is the potential of AI 
to foster continuous learning and improve organizational 
performance when deployed in collaborative human-
machine environments. In healthcare, AI has supported 
diagnostic accuracy and enabled new forms of patient 
monitoring; in transportation, it has introduced predictive 
maintenance systems and initiated the gradual shift toward 
automation of mobility; in banking, it has restructured 
customer interaction and risk modeling. In all cases, AI has 
liberated workers from repetitive, routine tasks and opened 
space for more complex, analytical, or interpersonal 
functions. 

This transformation brings to the fore the valorization 
of social and human skills. As AI systems assume operational 
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and computational roles, human competencies such as 
empathy, negotiation, ethical reasoning, and contextual 
interpretation gain prominence. In professions historically 
underappreciated—such as healthcare assistants, customer 
service agents, and logistics coordinators—interpersonal and 
adaptive capacities now constitute key contributions to 
performance. More broadly, AI strengthens all professions 
that rely on human interaction, trust-building, and discretion. 

Yet this shift is not without tensions or contradictions. 
The delegation of tasks to AI systems may also lead to 
increased cognitive workload for workers, particularly as 
tasks become more complex and high-stakes. Freed from 
mechanical duties, employees are now expected to interpret 
machine outputs, evaluate algorithmic suggestions, and 
assume final responsibility for decisions whose inner logic 
may be opaque. The case of diagnostic AI in medicine or 
predictive algorithms in vehicle maintenance illustrates the 
difficulty of maintaining accountability in the face of 
technological opacity. In the context of deep learning, where 
model interpretability is limited, the necessity for critical 
reflection, verification, and justification becomes even more 
acute. These changes also pose challenges to cognitive 
integrity. As some functions are automated, the skills they 
once required may atrophy through disuse. The example of 
GPS navigation and its documented impact on spatial 
orientation capacities is emblematic of this risk. 
Organizations and developers must therefore confront the 
question of which human abilities should be preserved, and 
how AI systems might be designed to support, rather than 
replace, cognitive engagement. Designing for symbiosis 
rather than substitution requires governance principles that 
protect human flourishing as a central value. 
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The effects of AI on work also depend on the strategic 
orientation of each institution. When AI is deployed to 
enhance the quality of work and encourage autonomy, it can 
yield substantial benefits in motivation, learning, and 
organizational performance. Conversely, when its 
introduction is guided primarily by cost-cutting imperatives, 
AI may restrict learning dynamics, undermine professional 
discretion, and exacerbate inequalities. In this regard, the 
business model and institutional culture of the adopting 
organization play a pivotal role in shaping outcomes. 

Finally, the chapter underscores the importance of 
sector-specific regulation and governance frameworks. The 
risks of cognitive overload, skill degradation, and work-
related stress associated with AI integration require 
structured responses. Emerging research, such as surveys 
conducted in Japan, suggest that although workers report 
satisfaction in performing more intellectually demanding 
tasks facilitated by AI, they also experience increased stress 
and uncertainty. These findings invite the implementation of 
normative instruments that ensure a fair and sustainable 
distribution of cognitive labor within AI-augmented 
environments. In conclusion, the sectoral analysis of AI 
reveals a dynamic and non-linear transformation of work. It 
is not automation per se, but the logic of implementation and 
the governance of its effects that will determine whether AI 
will contribute to human development or reinforce 
mechanistic models of labor. The future of work will depend 
on how societies, institutions, and individuals negotiate the 
balance between efficiency and dignity, between intelligent 
systems and meaningful human agency. 

 



AGUSTIN V. STARTARI 

 
81 

4.5 Human–Machine Collaboration and Emerging 
Workplace Risks 

The integration of AI-based robotic systems into 
human labor environments has expanded considerably in 
recent years, particularly through the adoption of 
collaborative robots, or cobots. These systems, designed to 
operate in proximity to human workers, are increasingly used 
in sectors such as industrial manufacturing, logistics, 
warehouse automation, and even healthcare. Their primary 
functions include supporting heavy load transport, assisting 
in assembly line operations via robotic arms or exoskeletons, 
and autonomously navigating factory or hospital corridors. 
By combining precise, repetitive motion with ergonomic 
assistance, cobots aim to reduce physical strain, mitigate 
workplace injuries, and extend the working capabilities of 
aging or disabled employees. 

In principle, the use of cobots can contribute positively 
to occupational health by reducing biomechanical risks. 
Tasks involving repetitive strain, forced posture, or excessive 
load handling—recognized risk factors for musculoskeletal 
disorders—can be partially automated or shared between 
humans and machines. In such configurations, robotic 
collaboration can alleviate the physical demands on workers 
while maintaining or increasing productivity. Moreover, in 
contexts like elder care or hospital logistics, cobots offer new 
ways to support overburdened personnel, handling repetitive 
or high-effort tasks that would otherwise require constant 
physical input. 

However, these gains are not without countervailing 
risks. A first area of concern involves psychosocial dynamics 
in the workplace. As cobots are integrated into workflows, 
workers may be required to adapt their pace and activity to 
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the rhythm dictated by the machine. This adjustment may 
result in increased cognitive stress, reduced autonomy, and 
the perception of surveillance or loss of control. In high-
performance industrial settings, this dynamic can exacerbate 
pressure on operators, especially when output becomes 
tightly coupled to robotic efficiency. 

Second, physical risks persist despite advances in safety 
design. Collisions between humans and autonomous 
machines remain possible, particularly in shared workspaces 
where real-time path prediction and responsive movement 
are technically complex. While cobots are typically equipped 
with sensor arrays and programmed to halt upon contact, 
variations in environment, speed, and human 
unpredictability introduce a non-negligible margin of error. 
This is especially critical in high-throughput environments 
where system latency or miscalibration can result in injury. 

Third, the increasing autonomy of robotic systems may 
paradoxically reduce the decision-making space of 
human workers. In situations where cobots are granted 
partial authority over sequencing, quality verification, or task 
prioritization, operators may be relegated to passive 
monitoring or reactive troubleshooting. This reconfiguration 
of roles could diminish worker engagement, skill usage, and 
professional identity, particularly in occupations traditionally 
rooted in manual expertise or artisanal judgment. 

Moreover, the presence of multi-sensorial data 
collection in robotic systems introduces significant questions 
about privacy and surveillance. Cobots frequently rely on 
embedded cameras, motion detectors, thermal sensors, and 
audio capture to navigate and interpret their environment. In 
workplaces such as hospitals or care facilities, this raises 
profound ethical concerns about the intrusiveness of AI-
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based observation. The deployment of robotic systems in 
patient rooms, for instance, may violate boundaries of 
intimacy and compromise the dignity of care recipients, 
unless governed by strict transparency and data minimization 
protocols. 

From a legal and institutional standpoint, questions of 
responsibility and liability remain unresolved. In the event of 
an accident involving a collaborative robot, the allocation of 
responsibility among manufacturers, integrators, operators, 
and end users remains legally complex. While most 
jurisdictions maintain employer responsibility under 
occupational health frameworks, the emergence of semi-
autonomous systems complicates fault attribution, 
particularly when harm results from interaction errors, 
software malfunctions, or non-transparent decision-making 
by the AI subsystem. 

For these reasons, the implementation of collaborative 
robotics must be accompanied by a robust risk governance 
framework. Organizations must anticipate not only technical 
risks but also social and psychological effects, ensuring that 
AI integration reinforces human well-being rather than 
undermining it. Risk assessments must be participatory, 
including operators, safety experts, ethicists, and legal 
counsel, and should guide the design, deployment, and 
oversight of collaborative systems. Furthermore, 
transparency about the collection, storage, and use of sensor 
data is essential to maintain trust and social acceptability in 
workplaces increasingly shared with machines. 

Ultimately, the effective and ethical adoption of 
collaborative robotics hinges not only on technological 
maturity, but on a normative commitment to human dignity, 
autonomy, and safety. As AI technologies advance, the 
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central question will not be whether machines can work 
alongside humans, but under what conditions, with what 
safeguards, and to whose benefit. 
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CHAPTER 5: GOVERNANCE, ETHICS, AND 
THE STRATEGIC FUTURE OF AI 

5.1 The Need for a Human-Centered Governance 
Framework 

The accelerated integration of artificial intelligence (AI) 
into productive and social structures has revealed a profound 
asymmetry between the pace of technological innovation 
and the establishment of regulatory, ethical, and institutional 
frameworks capable of channeling its impact toward socially 
desirable outcomes. In this context, the governance of AI 
must not be reduced to a matter of technical administration 
or reactive regulation. It must be reconceived as a proactive 
process of political and normative construction, centered on 
the preservation and promotion of human dignity, 
autonomy, and solidarity. 

Unlike previous technological revolutions, AI does not 
only displace or augment human labor; it also affects 
decision-making processes, value attribution, and 
responsibility distribution in increasingly opaque systems 
(Floridi et al., 2018; Russell & Norvig, 2010). This opacity 
reinforces the need for a governance model that places 
human beings at the core of algorithmic development and 
deployment, ensuring that technological systems serve 
ethical, democratic, and inclusive purposes. 

A human-centered governance framework involves 
three interdependent dimensions. First, the normative 
dimension refers to the development of ethical and legal 
principles capable of guiding AI systems from design to 
implementation. These principles include, but are not limited 
to, transparency, explainability, justice, accountability, and 
respect for human rights (AI4People, 2018; OECD, 2024). 
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The adoption of these principles should not remain at the 
declarative level but be accompanied by binding regulations, 
enforcement mechanisms, and institutional oversight. 

Second, the institutional dimension demands the active 
participation of a plurality of actors—governments, 
international organizations, companies, labor unions, civil 
society organizations, and academia—in deliberative 
processes on the scope, limits, and acceptable uses of AI. 
Such multi-stakeholder governance not only ensures 
democratic legitimacy but also facilitates the development of 
context-sensitive standards. The experience of the European 
Union's AI Act is a paradigmatic example of regulatory 
efforts that seek to balance innovation and rights protection. 

Third, the operational dimension must ensure that AI 
systems are designed and deployed in ways that reflect social 
needs, not just market logic. This includes participatory 
design processes, impact assessments before and after 
implementation, and institutional mechanisms for redress in 
cases of algorithmic harm. Furthermore, it requires 
investment in public education and digital literacy to equip 
citizens with the knowledge necessary to understand, 
critique, and co-determine the role of AI in their lives. 

In summary, AI governance must be reconceived not 
as a technical issue delegated to engineers or market actors, 
but as a central component of democratic societies in the 
21st century. Only by adopting a human-centered 
framework—normative, institutional, and operational—can 
we ensure that artificial intelligence contributes to human 
flourishing rather than undermining the social contract. 

5.2 Institutional Design: Regulation, Taxation, and 
Labor Protection 
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The transformative power of artificial intelligence (AI) 
necessitates not only ethical guidelines and governance 
principles but also concrete institutional mechanisms that 
can shape, constrain, and direct its development in line with 
the goals of equity, sustainability, and social justice. In the 
absence of robust institutions, the deployment of AI tends 
to follow the path of least resistance: market-driven 
expansion, asymmetrical data appropriation, and 
externalization of social costs. This subchapter examines 
three critical institutional dimensions—regulation, taxation, 
and labor protection—that must be redefined in the age of 
AI. 

First, regulation must evolve from reactive compliance 
models to anticipatory governance. Traditional legal 
frameworks often lag behind technical innovation, creating 
normative vacuums that can be exploited by private actors 
(Doshi-Velez & Kim, 2017). To address this, a dynamic 
regulatory approach is required—one that combines 
principles-based frameworks with sector-specific standards 
and is capable of adapting to new risks through continuous 
monitoring and revision. For instance, real-time algorithmic 
auditing and risk-tier classification, as proposed in the 
European Commission’s Artificial Intelligence Act, offer a 
promising direction by calibrating legal obligations according 
to the potential societal impact of AI applications (OECD, 
2024). Secondly, taxation must be restructured to address the 
decoupling between capital and labor in AI-driven 
economies. As automation replaces human work in certain 
sectors, traditional tax systems based on payroll and labor 
income may become less effective in funding public goods, 
social security, and training programs (Gans, 2019). Several 
scholars have proposed mechanisms such as “robot taxes,” 
digital services taxes, or levies on data monetization to 
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ensure that the economic gains from AI are redistributed 
more fairly (Susskind, 2020). Such reforms are not merely 
technical, but political: they imply a renegotiation of how 
value is created and shared in post-industrial economies. 
Finally, labor protection frameworks must be updated to 
safeguard workers in the context of increasing algorithmic 
control and labor fragmentation. The proliferation of gig 
platforms, algorithmic management systems, and remote 
microtasking has eroded traditional employment 
relationships and blurred the boundaries of employer 
responsibility (Moore, 2019; ILO, 2023). In response, labor 
institutions must expand their jurisdiction to include non-
standard forms of employment, enforce algorithmic 
transparency in management decisions, and guarantee access 
to social protections regardless of employment status. This 
includes not only income support during transitions but also 
legal empowerment to challenge automated decisions that 
affect hiring, compensation, or termination. In conclusion, 
without institutional redesign, the promises of AI—
efficiency, scalability, personalization—may coexist with 
rising inequality, job insecurity, and democratic erosion. It is 
therefore imperative to implement forward-looking 
regulatory frameworks, equitable taxation mechanisms, and 
robust labor protections to ensure that AI serves not only 
innovation but inclusion. The legitimacy of the AI transition 
will depend on whether institutions can align technological 
capabilities with the imperatives of social cohesion and 
collective well-being. 

 

5.3 The Ethical Imperative: Autonomy, 
Responsibility, and Transparency 
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The ethical governance of artificial intelligence (AI) 
cannot be conceived as an accessory to innovation; it must 
be its normative backbone. The increasing integration of AI 
into critical decision-making processes—ranging from 
medical diagnostics to judicial risk assessments and 
employment screening—demands a systematic and 
enforceable ethical framework that safeguards individual 
autonomy, clarifies responsibility, and ensures transparency 
throughout the AI lifecycle (Floridi et al., 2018; Obermeyer 
et al., 2019). 

Autonomy is the cornerstone of liberal democratic 
societies. Yet, AI systems capable of influencing, 
recommending, or even deciding on behalf of individuals 
raise fundamental concerns about the erosion of self-
determination. From algorithmic nudges that shape 
consumer behavior to predictive policing models that 
anticipate criminal conduct, the subtle power of AI to shape 
choices challenges traditional conceptions of free will and 
moral agency (Barocas, Hardt, & Narayanan, 2019). Ethical 
governance must thus guarantee the right of individuals to 
opt out of automated systems, access alternative human-
based procedures, and be informed of how AI-driven 
decisions are made. 

Responsibility, in the AI context, is diffuse. Traditional 
models of accountability—where agents are clearly identified 
and liable for the consequences of their actions—do not 
easily apply to complex, multi-actor, and sometimes opaque 
algorithmic systems. Who is responsible when a medical 
algorithm misdiagnoses a patient? The developer, the data 
scientist, the institution that deployed the system, or the 
algorithm itself? To address these ambiguities, a chain-of-
responsibility model must be implemented, wherein 
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accountability is distributed but traceable across the AI 
development and deployment pipeline (Russell & Norvig, 
2010). Furthermore, the “right to explanation,” already 
present in the European General Data Protection Regulation 
(GDPR), must be extended and operationalized in all high-
impact AI systems. 

Transparency is the precondition for ethical scrutiny 
and democratic control. However, many AI systems—
especially those based on deep learning—operate as "black 
boxes," making their internal logic inaccessible even to their 
creators. This epistemic opacity hinders the capacity of users, 
regulators, and affected individuals to understand, question, 
or contest automated decisions (Doshi-Velez & Kim, 2017). 
To address this, explainable AI (XAI) must be prioritized in 
both research and regulation, ensuring that models used in 
critical domains can be interpreted, audited, and, if necessary, 
overruled by human agents. 

Moreover, transparency should not be limited to 
technical aspects but must also extend to data provenance, 
algorithmic objectives, and value trade-offs. For example, a 
credit scoring algorithm trained on biased historical data may 
reproduce social inequalities even if its logic appears 
statistically sound (Obermeyer et al., 2019). Ethical AI 
requires not only transparent models but also inclusive 
design processes where diverse perspectives are 
incorporated to challenge implicit assumptions and prevent 
discriminatory outcomes. 

In short, autonomy, responsibility, and transparency are 
not abstract principles but actionable imperatives that must 
guide every stage of AI development. They are the pillars of 
a truly human-centered AI: one that not only enhances 
capabilities but protects dignity, fosters accountability, and 
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reinforces democratic control over increasingly powerful 
technological systems. 

 

5.4 From Learning Organizations to Societal 
Learning 

The widespread adoption of artificial intelligence (AI) 
not only redefines work structures and decision-making 
processes within organizations but also requires a 
fundamental transformation in how societies generate, 
distribute, and apply knowledge. While the concept of the 
“learning organization” has proven effective in promoting 
adaptability, creativity, and systemic thinking within firms 
(Senge, 1990), the challenges posed by AI now demand an 
expansion of this model to encompass society as a whole. 
This transition toward societal learning is not merely an 
educational project, but a strategic imperative for democratic 
resilience and technological co-governance. 

Learning organizations—characterized by 
decentralized decision-making, cross-functional 
collaboration, and reflexive problem-solving—are 
particularly well-positioned to foster intelligent human-
machine complementarity. They enable continuous 
upskilling, collective experimentation, and error-based 
learning that supports both organizational innovation and 
employee well-being (Kolb, 1984). However, the benefits of 
this model remain unevenly distributed across sectors and 
regions, and often limited to high-skill or research-intensive 
environments. In the age of AI, limiting learning to 
organizational boundaries is no longer viable. 
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Societal learning requires that the principles of 
reflection, systemic feedback, and knowledge 
democratization be scaled to broader institutional and civic 
contexts. This involves the integration of lifelong learning 
policies, participatory innovation ecosystems, and inclusive 
digital literacy programs. Public institutions, educational 
systems, media, and civil society must collaborate in 
cultivating not only technical skills, but also critical thinking, 
ethical reasoning, and collective foresight. In this way, 
societal learning becomes the infrastructure through which 
populations acquire the capacity to navigate, question, and 
shape algorithmic systems that increasingly permeate all 
spheres of life (Zawacki-Richter et al., 2019). Moreover, the 
emergence of algorithmic governance—where decisions 
once made by humans are now partially or fully delegated to 
machines—requires that citizens themselves become 
epistemically empowered. That is, they must understand how 
data are collected, how models are trained, and what values 
are embedded in AI systems. This epistemic empowerment 
is not equivalent to technical expertise, but rather to the 
development of cognitive and democratic capacities that 
enable meaningful participation in decisions about 
technology. Without such societal literacy, the asymmetry 
between technological elites and the general population will 
widen, leading to a deficit of democratic legitimacy and 
public trust. In parallel, policy frameworks must evolve to 
recognize and support informal, community-based, and 
experiential learning as valid and essential. Learning does not 
happen exclusively within schools or corporations; it 
emerges in social networks, peer groups, and activist 
communities engaging with the consequences of AI in real 
time. Institutional recognition of these practices—as well as 
support for citizen science, participatory technology 
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assessment, and bottom-up innovation—can greatly enrich 
the societal capacity to learn and adapt in the face of rapid 
technological change. In conclusion, fostering intelligent 
complementarity between humans and AI cannot be 
achieved through technical interventions alone. It requires a 
societal infrastructure of learning—reflexive, participatory, 
and distributed—that empowers individuals and 
communities to co-shape the evolution of technology. From 
this broader perspective, learning is not simply a tool of 
economic adaptation, but a means of cultivating social 
autonomy, ethical deliberation, and collective agency in the 
AI era. 

 

5.5 Long-Term Strategies: Innovation, Equity, and 
Resilience 

Artificial intelligence (AI) is not a passing technological 
wave—it constitutes a structural transformation whose long-
term implications extend beyond productivity gains or 
economic disruption. The way societies respond to AI today 
will determine not only the configuration of labor markets 
and industrial ecosystems, but also the ethical foundations, 
institutional capacities, and social cohesion of future 
generations. In this context, long-term strategies must be 
framed around three fundamental axes: innovation, equity, 
and resilience. 

 

First, innovation policy must shift from a purely 
competitive logic to one that is also mission-oriented and 
socially embedded. AI development should not be confined 
to private research agendas or efficiency-maximizing 
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applications. Instead, it should be steered toward solving 
grand societal challenges: climate change, public health, 
educational equity, and democratic participation (Mazzucato, 
2018). Public investment and regulation should thus 
promote "purpose-driven innovation," where AI contributes 
to inclusive and sustainable development rather than 
reinforcing existing asymmetries of power and access. 

Second, equity must be placed at the center of AI 
governance. This involves designing technological 
infrastructures that are accessible, interoperable, and 
inclusive by default. In practice, this means combating 
algorithmic discrimination, ensuring equitable access to 
high-quality training programs, and building redistributive 
mechanisms (e.g., digital dividends, universal data income, 
public AI platforms) that democratize the benefits of AI 
across populations and geographies (Susskind, 2020). 
Without a deliberate effort to address inequality, AI may 
exacerbate structural disadvantages, both within and 
between countries. 

Third, resilience must be redefined not merely as the 
capacity to “bounce back” after disruption, but as the 
systemic ability to anticipate, absorb, and adapt to complex 
change. In a world increasingly shaped by interdependent 
crises—pandemics, geopolitical instability, supply chain 
fragility, environmental degradation—AI can play a vital role 
in supporting anticipatory governance. This includes early-
warning systems, crisis simulation models, dynamic resource 
allocation, and real-time risk assessment. However, resilience 
also demands the preservation of human judgment, ethical 
deliberation, and institutional learning mechanisms that can 
mediate between technological possibilities and social values 
(OECD, 2024). 
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Strategically, fostering innovation, equity, and resilience 
requires coordination across levels of governance: 
international agreements on AI standards and ethics; 
national policies on education, taxation, and labor; and local 
initiatives that contextualize AI deployment according to 
specific community needs. Long-term strategies also require 
temporal awareness. Policy frameworks must include 
forward-looking indicators, scenario modeling, and foresight 
exercises to explore alternative futures, avoid path 
dependencies, and correct courses where necessary 
(UNESCO, 2021). In sum, AI policy cannot remain reactive, 
fragmented, or technocratic. It must be reimagined as a 
multidimensional architecture that aligns technological 
progress with collective purpose, distributes its benefits 
fairly, and fortifies society against the shocks and 
uncertainties of the 21st century. This is not simply a matter 
of managing innovation but of governing the future. 

 

5.6 Research Gaps and Multistakeholder Dialogue 

Despite the growing body of literature on the 
economic, social, and ethical implications of artificial 
intelligence (AI), significant research gaps remain. These 
gaps not only hinder our ability to understand the full impact 
of AI on work and society but also limit the effectiveness of 
public policies and institutional responses. Bridging these 
gaps requires a concerted effort to integrate multidisciplinary 
research approaches with inclusive, participatory dialogue 
involving a wide range of stakeholders. 

One of the primary limitations in existing research is the 
scarcity of high-quality, disaggregated data on AI adoption at 
the organizational level. Most quantitative studies rely on 
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macroeconomic indicators or generalized estimates of 
“automation potential,” often based on task-based 
taxonomies rather than real-world implementations (Holm 
& Lorenz, 2022). As a result, the nuances of how AI is 
actually integrated into production processes, labor relations, 
and decision-making frameworks remain largely 
understudied. Furthermore, little is known about the internal 
dynamics of firms—strategic choices, cost structures, 
organizational resistance, and management practices—that 
shape the success or failure of AI deployment. 

There is also a lack of robust methodologies for 
evaluating the long-term and systemic effects of AI. While 
algorithmic impact assessments have been proposed in some 
jurisdictions, they remain underdeveloped and rarely applied 
in practice (Doshi-Velez & Kim, 2017). Sector-specific 
studies, particularly in low- and middle-income countries, are 
severely underrepresented, creating a biased understanding 
of global trends and masking the differentiated impacts 
across geographies, industries, and socio-professional 
categories. To overcome these challenges, new empirical 
instruments must be designed—surveys tailored to the 
realities of workers, companies, and institutional actors, 
capable of capturing the complexity of algorithmic 
transformations in context. Case study protocols and semi-
structured interviews with diverse stakeholders—AI users, 
developers, regulators, labor representatives—can enrich 
our understanding of how ethical principles are translated (or 
not) into practice. Such qualitative approaches are essential 
for exploring key questions: How do organizations define 
“responsible AI”? What are the main barriers to 
implementing explainability, fairness, or redress 
mechanisms? What forms of worker involvement exist in 
AI-related decisions? In parallel, the design of human–
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machine interfaces and their cognitive and ergonomic 
impacts remain underexplored. Research must investigate 
how these interfaces influence attention, judgment, 
autonomy, and responsibility, and how they reshape the 
relationship between expertise and machine-generated 
output (Voss, 2021). A better understanding of these 
dynamics is essential for ensuring that AI systems enhance 
rather than undermine human capabilities. Multistakeholder 
dialogue is not simply a mechanism of consultation—it is an 
epistemic necessity. The legitimacy and effectiveness of AI 
governance depend on including those most affected by the 
technology. Governments, unions, civil society 
organizations, academia, industry, and end users must 
participate in the co-design of AI systems and in setting the 
boundaries of their use. Participatory mechanisms such as 
citizens’ assemblies, ethical review boards, and workplace-
level algorithmic councils can help institutionalize this 
dialogue.In conclusion, closing the research and governance 
gaps surrounding AI requires a double movement: 
expanding our empirical and theoretical tools, and 
broadening the democratic base of technological decision-
making. Only through inclusive, context-sensitive, and 
interdisciplinary inquiry can we build the institutional 
intelligence necessary to navigate an AI-driven future with 
foresight and justice. 
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CONCLUSION:ARTIFICIAL INTELLIGENCE 
AND THE FUTURE OF HUMAN-CENTERED WORK 

In recent years, artificial intelligence has become the 
object of intense scientific, political, and public debate, 
primarily due to its far-reaching economic and social 
implications. The central axis of these debates revolves 
around questions that remain both fundamental and 
unresolved: to what extent can machines replace human 
labor? How many jobs will be created and destroyed? How 
will occupations, skills, and working conditions be 
transformed through the deployment of artificial intelligence 
across sectors? 

Available forecasts—whether optimistic or alarmist—
have thus far failed to provide reliable answers to these 
legitimate concerns. On one hand, excessive optimism tends 
to generate unrealistic expectations about the technical 
capacities of AI, its contribution to productivity growth, and 
its assumed potential to improve working conditions or 
foster harmonious collaboration between humans and 
machines. On the other hand, the most pessimistic 
estimations promote a discourse of inevitable disruption, 
often projecting scenarios of massive job destruction, 
erosion of worker autonomy, and the progressive 
dehumanization of labor. 

Both discourses suffer from reductionism and offer 
limited heuristic value. Overly optimistic perspectives risk 
obscuring the institutional and material conditions necessary 
for AI to remain a tool in the service of human flourishing. 
Conversely, excessive pessimism may lead to a defensive 
posture, causing society to renounce the benefits of 
technological innovation and adopt a passive stance that 
neglects the urgent task of preparing workers and institutions 
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for forthcoming changes. These two extremes ultimately 
inhibit the formulation of proactive, inclusive, and well-
governed pathways for AI integration. 

In this context, it is essential to promote a realistic and 
pragmatic approach that enables the development of 
artificial intelligence to be framed as a means for enhancing 
individual and collective well-being. The sectoral case studies 
presented in this volume demonstrate that AI introduces 
both risks—such as the delegation of knowledge to opaque 
systems and the deterioration of working conditions in the 
name of efficiency—and opportunities, including the 
enrichment of tasks, the elevation of human skills, and the 
potential empowerment of workers through new 
organizational paradigms. 

What emerges, therefore, is a paradoxical landscape, 
where risk and value coexist. The central conclusion is that 
the effects of artificial intelligence on employment and work 
are not determined by the technology itself, but by the 
frameworks established by human societies for its design, 
deployment, and regulation. The history of technological 
change confirms that its consequences are not automatic or 
linear, but contingent on institutional decisions, cultural 
norms, power dynamics, and governance structures. 

The question is not whether AI will transform work—
this transformation is already underway—but how, under 
what terms, and toward which ends. The challenge is thus 
less technological than profoundly anthropological, ethical, 
and political. We must ask ourselves what kind of work and 
society we aspire to build, and what role we wish to reserve 
for human intelligence, empathy, and judgment. Artificial 
intelligence compels us to reflect on these foundational 
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issues, and its evolution will be shaped by the answers we 
give to such questions. 

This also entails articulating a vision of 
complementarity between AI and human capacities, rather 
than a vision of replacement. While AI systems may be 
unpredictable and capable of disruptive innovation, their 
integration into society must be evaluated not only through 
technical parameters but within a normative and ethical 
framework. Such a framework already exists at the macro-
political level and is enshrined in documents like the United 
Nations Charter and the Universal Declaration of Human 
Rights, which may serve as foundations for orienting 
technological development in ways that respect human 
dignity, autonomy, and equality. 

Ultimately, the trajectory that artificial intelligence will 
follow is not an inevitability. It is the result of collective 
choices. Technologists, analysts, and workers will operate 
within the parameters society chooses to define. Their 
experiences can either be shaped by precarization and 
algorithmic subordination, or by dignified, meaningful, and 
stable labor relations—depending on the direction set by 
public policy, institutional design, and civic values. 

The possibility that artificial intelligence may eventually 
replace a vast portion of human labor is no longer confined 
to speculative fiction. The progress achieved in recent years 
demonstrates that AI is capable not only of executing routine 
and repetitive operations with unmatched speed and 
precision, but also of performing tasks traditionally 
associated with high cognitive value and professional 
expertise. Domains once thought to be insulated from 
automation—such as medicine, law, engineering, and even 
artistic creation—are now directly impacted by systems 
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capable of diagnosing illnesses, drafting contracts, designing 
infrastructure, composing music, and generating images. 
This evolution raises a series of unprecedented social, 
economic, and ethical dilemmas. 

In such a scenario, excessive dependence on AI could 
generate structural inequality. The ownership of data, 
computational infrastructure, and algorithmic design is 
increasingly concentrated in a small number of global 
actors—mostly large multinational corporations and 
technologically advanced states. These actors possess the 
capacity to design, train, and commercialize AI systems, 
positioning themselves as gatekeepers of access to 
employment, information, and social services. Meanwhile, 
vast segments of the population risk being displaced or 
excluded from productive activity, further exacerbating the 
divide between those who control technology and those who 
are subjected to it. 

The danger is not limited to material deprivation. A 
society in which decision-making is increasingly delegated to 
opaque algorithms may also experience a progressive erosion 
of civic autonomy and critical judgment. As individuals 
become accustomed to relying on intelligent systems for 
decisions in consumption, mobility, communication, or even 
politics, there is a risk of outsourcing responsibility and 
weakening public deliberation. This loss of agency could 
foster passivity, discourage engagement, and ultimately erode 
the foundations of democratic life. The problem is not 
merely technical but ontological: the risk is that we cease to 
act as autonomous subjects, becoming mere users or 
spectators in a system driven by machinic logic. 

In the long term, the massive replacement of human 
work by AI could trigger a profound existential crisis. Work 
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has historically been a central dimension of human identity, 
social belonging, and personal purpose. If AI renders human 
labor obsolete, it may disrupt the very conditions that give 
meaning and structure to individual lives and communities. 
The resulting alienation could lead to psychological distress, 
loss of self-esteem, and a generalized sense of uselessness, 
particularly in populations for whom work represents the 
primary vector of social integration. 

The hypothetical case of a low-income family whose 
economic survival depends on the mother’s work as a taxi or 
truck driver illustrates the concrete consequences of such 
displacement. The automation of driving eliminates her 
occupation, drastically reducing the family’s income and 
ability to meet basic needs. Educational opportunities for her 
children diminish, social mobility becomes inaccessible, and 
a spiral of poverty deepens. Beyond material deprivation, the 
mother’s identity and sense of dignity are directly affected. 
In a labor market dominated by AI, where alternative 
employment paths are scarce or nonexistent, reintegration 
becomes an increasingly implausible prospect. The family as 
a whole is plunged into social vulnerability, and the 
disjunction between winners and losers in the AI transition 
becomes a breeding ground for frustration, conflict, and 
instability. 

The emergence and expansion of artificial intelligence 
across labor systems introduce not only economic and 
functional disruptions, but also deep transformations in the 
meaning, experience, and control of work. In certain sectors, 
AI reinforces highly fragmented and repetitive tasks, reviving 
the risk of alienation that had been partially mitigated by 
previous labor reforms. This is particularly visible in logistics 
and warehouse environments, where automation has 
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reorganized tasks into mechanized sequences, reducing 
workers to functional appendices within algorithmically 
controlled systems. 

Case studies in large distribution centers demonstrate 
how AI-guided processes, such as automated sorting and 
robotic palletization, have narrowed human activity into a set 
of predefined gestures. In these contexts, workers report 
sensations of depersonalization and loss of agency, as they 
are no longer autonomous operators but reactive agents 
subordinated to machine-directed flows. This phenomenon 
has been exacerbated by digital platforms such as Amazon 
Mechanical Turk, where human labor is modularized into 
microtasks and managed remotely via algorithmic 
coordination. Here, the resemblance to the Taylorist model 
of fragmented labor is stark, though intensified by the virtual 
and real-time dimension of control. Moreover, the 
integration of AI into the workplace increases the potential 
for surveillance and data-driven disciplinary regimes. While 
surveillance in labor is not a novel phenomenon, the volume, 
granularity, and behavioral scope of data collected by AI 
systems far exceed previous modalities. Even so-called 
collaborative robots, designed to assist workers, generate 
vast amounts of information about workflow rhythms, 
productivity, rest intervals, interpersonal interactions, and 
even inferred emotional states. Depending on the 
organizational culture and managerial philosophy, these data 
streams may be used to optimize productivity or to amplify 
monitoring and performance pressure. Such practices can 
foster stress, anxiety, and psychosocial fatigue, contributing 
to a work environment marked by mistrust and 
instrumentalization. 
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This dynamic recalls earlier debates about technological 
deskilling—the deliberate fragmentation of tasks to reduce 
worker autonomy and enhance managerial control. The 
introduction of numerically controlled machines in the 20th 
century, which separated design from execution, was one 
example of such a strategy. Today, artificial intelligence 
reactivates this concern on a broader scale, posing risks not 
only to manual workers but also to highly qualified 
professionals. In a context where algorithms perform 
increasingly complex tasks, human expertise risks being 
marginalized, leading to disengagement, resistance to 
innovation, and a breakdown in cooperative practices. At the 
heart of this issue lies a more fundamental challenge: the 
epistemological asymmetry between algorithmic systems and 
human users. AI models operate through the extraction of 
statistical patterns from historical data, a process which tends 
to replicate past regularities and inhibit creative rupture. 
Innovation, by contrast, requires the capacity to break rules, 
to imagine alternative futures, and to challenge inherited 
assumptions. Humans must therefore retain the critical 
responsibility of contextualizing, questioning, and 
sometimes rejecting AI recommendations. This demands 
that algorithmic systems be transparent and auditable, 
allowing users to trace the logic, parameters, and data sets 
underpinning machine decisions. 

The excessive transfer of decision-making to machines 
may erode this responsibility. When workers begin to assume 
that algorithms are infallible or non-negotiable, the result is 
a loss of accountability and interpretative initiative. This 
trend is particularly acute among highly skilled professionals, 
who may feel displaced or disempowered by algorithmic 
systems that appear to operate with superior speed, scope, 
and accuracy. Organizational cultures that reinforce such 
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asymmetry risk fostering opposition, organizational fatigue, 
and a collapse in professional morale. To address these 
challenges, institutions must prioritize the development of 
hybrid decision-support systems in which AI expertise is 
integrated with the domain-specific knowledge of workers. 
Co-design, participatory modeling, and interface tailoring are 
essential for ensuring that AI tools are aligned with the 
needs, constraints, and judgment frameworks of their users. 
Such integration not only enhances the validity of outputs, 
but also promotes user acceptance, reduces systemic risks, 
and reinforces the legitimacy of AI deployment in sensitive 
environments. 

This imperative extends to the educational and training 
systems, both at the initial and continuing levels. Learning to 
interact with intelligent systems requires more than technical 
proficiency. It demands the cultivation of critical thinking, 
systemic reasoning, creativity, reflexivity, and collective 
problem-solving skills. Individuals must be equipped to 
discern interdependent phenomena, to evaluate the limits of 
algorithmic reasoning, and to formulate operational 
solutions that are ethically sound and socially responsive. In 
this sense, training for the age of AI must go beyond tool 
usage to foster a new humanism of competence, where 
knowledge, ethics, and autonomy converge. 

The The profound transformations driven by artificial 
intelligence call for a redefinition of education and training 
systems on an unprecedented scale. In contrast to previous 
industrial revolutions—where technological adaptation 
followed relatively linear learning curves—AI evolves 
through recursive feedback, rendering obsolete not only 
specific skills but entire professional paradigms. As AI 
assumes an increasing number of cognitive and operational 
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tasks, the longevity of skills shortens, and the imperative for 
continuous learning becomes universal. 

In this context, reskilling and upskilling strategies are 
not merely economic imperatives; they are ethical and 
political commitments to inclusion, agency, and human 
dignity. Support for workers exposed to automation must 
involve clear career pathways, mobility mechanisms across 
sectors, and training programs that are consistent with the 
dynamic evolution of knowledge. These programs must 
transcend formal instruction and encompass experiential 
learning—emphasizing trial and error, problem-solving, 
creativity, and risk management. The objective is not only to 
transfer technical proficiency, but to cultivate the capacity to 
learn how to learn, while reinforcing individual responsibility 
and ethical discernment in decision-making. 

Yet public policy alone is insufficient. The internal 
dynamics of organizations—their management culture, task 
structure, and learning modalities—are equally decisive in 
shaping how AI transforms work. Among existing 
organizational models, the learning organization stands out 
as the most promising framework for fostering intelligent 
complementarity between humans and machines. Defined 
by its capacity to continuously adapt through shared learning 
processes, the learning organization promotes autonomy, 
interdisciplinary collaboration, and systemic thinking. Within 
such organizations, mistakes are not penalized but reframed 
as opportunities for innovation, reflection, and cognitive 
growth. By fostering interdisciplinary knowledge exchange, 
the learning organization equips its members not only to 
perform their tasks but to understand how those tasks relate 
to broader systemic challenges. This holistic perspective 
enhances problem-solving, critical judgment, and adaptive 
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capacity—all attributes that AI systems, despite their 
computational power, cannot replicate. From this 
standpoint, the workplace becomes a locus not of 
routinization but of collective intelligence. It is within such 
configurations that the ethical and strategic governance of 
AI can be most effectively realized. 

This transformation, however, must be supported by 
macro-level institutional frameworks. Governments and 
international organizations must not only fund training 
programs, but also facilitate organizational change and 
workplace learning as critical pillars of the AI transition. This 
becomes especially urgent in the face of concurrent global 
challenges—geopolitical instability, economic stagnation, 
and climate crises—that intersect with and amplify the 
disruptive effects of digital automation. The organizations of 
tomorrow must be resilient not only in the face of 
technological change, but of structural complexity itself. 

Prospective studies suggest that the ability to manage 
complexity will be a decisive factor in organizational survival 
and innovation by 2030. However, whether AI will mitigate 
or exacerbate this complexity remains uncertain. What is 
clear is that societies must equip themselves not only to 
absorb change, but to steer it toward collectively defined 
goals. Strengthening applied research into the real effects of 
AI on work is therefore a top priority. Current 
methodologies remain inadequate, and microdata-based 
analyses—while promising—are limited by availability and 
scope. Future surveys must be enriched with data on internal 
organizational dynamics, implementation costs, decision-
making processes, and the lived experiences of employees. 
Only with this level of granularity can we assess whether AI 
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deployment respects ethical principles and contributes to 
sustainable development. 

Case studies at the sectoral level must be integrated into 
this research agenda. These studies can explore key issues: 
the extent to which transparency is operationalized in AI 
systems; how workers' data is collected, labeled, and used; 
whether algorithmic outputs are questioned and refined by 
human users; and how interfaces between humans and 
algorithms affect cognitive and emotional capacities. Such 
inquiries must also account for sectoral variations, socio-
professional inequalities, and the differing impacts of AI 
depending on occupational status and task configuration. 

Underlying all of these reflections is a fundamental 
political economy question: the relationship between capital 
costs and labor costs. The mere existence of a technological 
solution does not ensure its adoption. In many sectors—
such as textiles, recycling, or fast-food preparation—labor 
remains cheaper than automation. The relative cost of capital 
versus labor is shaped not by technology, but by institutions, 
regulation, taxation, and social protection systems. These 
mechanisms define the contours of AI deployment. They 
determine whether AI becomes a force for equity and 
cohesion or an accelerator of inequality and precarity. 

Therefore, the core issue is not how many jobs AI 
might eliminate, but rather what kind of society we wish to 
build. Our relationship with technology will be a mirror of 
our collective values and our normative commitments. The 
future of work will not be determined by algorithms, but by 
the frameworks we choose to establish—ethical, 
institutional, and civic—through which innovation can be 
directed toward human flourishing, democratic renewal, and 
shared prosperity.  
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